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Founded in 1968 to pursue the integration of large numbers of 
transistors onto tiny silicon chips, Intel's history has been marked by a 
remarkable number of scientific breakthroughs and innovations. In 1971, 
Intel introduced the 4004, the first microprocessor. Containing 2300 
transistors, this first commercially available computer-on-a-chip is 
primitive compared with today's million-plus transistor products. 

Innovations such as the microprocessor, the erasable programmable 
read-only memory (EPROM) and the dynamic random access memory 
(DRAM) revolutionized electronics by making integrated circuits the 
mainstay of both consumer and business computing products. 

Over the last two-and-a-half decades, Intel's business has evolved 
and today the company's focus is on delivering an extensive line of 
component, module and system-level building block products to the 
computer industry. The company's product line covers a broad spectrum, 
and includes microprocessors, flash memory, microcontrollers, a broad 
line of PC enhancement and local area network products, multimedia 
technology products, and massively parallel supercomputers. Intel's 32-bit 
X86 architecture, represented by the Inte1386™ and Intel486™ 
microprocessor families, is the de facto standard of modem business 
computing in millions of PCs worldwide. 

Intel has over 26,000 employees located in offices and 
manufacturing facilities around the world. Today, Intel is the largest 
semiconductor company in the world. 
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82496 CACHE CONTROLLER AND 
82491 CACHE SRAM 

FOR USE WITH THE PENTIUMTM PROCESSOR 

• High Performance Second Level Cache • 
Zero Wait States at 66 MHz 
Two-way Set Associative 
Write-Back with MESI Protocol 
Concurrent CPU bus and memory 
bus operation 
Boundary Scan 

• Pentium Processor • 
Chip Set Version of Pentium 
Processor 
Superscalar Architecture 
Enhanced Floating Point 
On-chip 8K Code and 8K Data 
Caches 
See Pentium ™ Processor Data Book 
for more information 

Highly Flexible 
256K to 512K with parity 
32, 64, or 128 Bit Wide Memory Bus 
Synchronous, Asynchronous, and 
Strobed Memory Bus Operation 
Selectable Bus Widths, Line Sizes, 
Transfers, and Burst Orders 

Full Multiprocessing Support 
Concurrent CPU, Memory Bus, and 
Snoop Operations 
Complete MESI Protocol 
Internal/External Parity 
Generation/Checking 
Supports Read-for Ownership, 
Write-Allocation, and Cache-to­
Cache Transfers 

The 82496 Cache Controller and multiple 82491 Cache SRAMs combine with the Pentium processor to 
form a CPU Cache chip set designed for high performance servers and function-rich desktops. The high­
speed interconnect between the CPU and cache components has been optimized to provide zero-wait state 
operation. This CPU Cache chip set is fully compatible with existing software, and has new data integrity 
features for mission critical applications. 

The 82496 cache controller 
implements the MESI write-back 
protocol for full multiprocessing 
support. Dual ported buffers and 
registers allow the 82496 to 
concurrently handle CPU bus, 
memory bus, and internal cache 
operation for maximum 
performance. 

The 82491 is a customized high­
performance SRAM that 
supports 32, 64, and 128-bit 
wide memory bus widths, 16, 
32, and 64 byte line sizes, and 
optional sectoring. The data 
path between the CPU bus and 
memory bus is separated by the 
82491, allowing the CPU bus to 
handshake synchronously, 
asynchronously, or with a 
strobed protocol, and allowing 
concurrent CPU bus and 
memory bus operations. 
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CHAPTER 1 
PINOUTS 

1.1. PINOUT DIAGRAMS 

1.1.1. Pentium™ Processor Pinouts 

I 

10 11 12 13 14 15 16 17 18 19 20 21 

INV UIIO# EWBEIII Vee Vee Vee Vee Vee DP2 D23 Vee VCf; Vee Vee Vee Vee Vee Vee DP5 D43 D45 

A OOOOOOOOOOOOOOOOOOOOOA w ~ ~ ~ _ _ _ _ = ~ _ _ _ ~ _ _ _ _ ~ ~ ~ 

B OOOOOOOOOOOOOOOOOOOOOB 
Vee IERR" PM1/BPl 04 DPl 018 022 025 029 031 026 09 010 012 D19 021 033 036 034 050 052 

C 000000000000000000000 C 
Vee PMDlBPO DO 013 015 016 020 DP3 D27 032 D28 030 014 D40 D39 D37 D35 ON D3B D42 D44 

00000000000000000000000 
Vee Vas 01 D2 011 

00000 
~ ~ 00 00 ,------------------------------------, 

F 0 000 
Vee Va. 05 D7 

GOO 0 0 
Vee Vas FERRI DPO 

H 000 0 
Vss IU KENt CACHEIII 

0000 
Vss Vss NAIl BOFF# 

K 0 000 
VB. AHOLD SRDye, BROYI 

0000 
Vss WBfWT# EADSI HITMI 

MOOOO 
Vee Vas W/RM ADSC# 

N 000 0 
Vee Vss AP ADSI 

P 0 000 
Vee Vas HLDA BEl' 

Q 0 000 
Vee VBS PCHK# seve 

ROOOO 
Vee Vas PWT BESt 

5 0 000 

PENTIUM TM PROCESSOR 
PINOUT 

TOP VIEW 

D46 DP6 D54 DP7 

OOOOE 
051 D49 D57 Vee 

OOOOF 
053 055 V.. Vee 

o 000 G 
D63 D59 Va D56 

OOOOH 
D58 062 VIS Vee 

OOOOJ 
eLK 061 Ysa Vee 

o 0 0 0 K 
RESET 060 Vaa Vee 

OOOOL 
PENt FRCMCI Vas Vee 

o 0 0 0 M 
INTA NUl Vas Vee 

o 0 0 0 N 
SM" lMS Vas Vee 

OOOOp 
Voc NC Vss Vee o 0 0 0 Q 
RIS# Ne Vas Vee 

o 000 R 
TRST' NC IGNNEIII TOO 

00005 
Vee Vas BUSCHK# TCK SMIACT# BE4# BT2 8TO A26 A19 A17 A15 A13 All A9 A7 A3 NC IBT INIT TOI 

T OOOOOOOOOOOOOOOOOOOOOT 
Vee FLUSH# PRDY BEOI A20Mi 8E2* BE6j A24 A22 A20 A16 A6 AS A25 A23 A21 

U OOOOOOOOOOOOOOOOOOOOOU 
SElf SREQ LOCK# Die, HOLD A28 Vaa Vaa Vaa Vaa Vaa Vas Vss Vss Vas Vsa Vss Vas A31 A29 A27 

V OOOOOOOOOOOOOOOOOOOOOV ~~~~~ _____________ M~~ 

W OOOOOOOOOOOOOOOOOOOOOW 

CDB23 

Figure 1-1. Pentium™ Processor Pinout (Top View) 
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1-2 

21 20 19 18 17 16 15 14 13 12 11 10 

~~~--------=~-----~~~ AOOOOOOOOOOOOOOOOOOOOO A ~~~ ______ ~_~ __ ~ __ ~~~w 

80000000000000000000008 
052 050 034 036 033 021 019 012 010 D9 026 031 029 025 022 018 OP1 04 PMtfBP1 IERR. Vee 

cOOOOOOOOOOOOOOOOOOOOO C 
_~~~=~_~~~~==~=~~=OO __ 

00000000000000000000000 
DP7 054 ope 046 011 02 01 Vas Vee 

EOOOO 00000 E 
Vee 057 049 051 ,----------------------, 08 03 Vas Vee 

FOOOO 
Vee Vas 055 053 

GOO 0 0 
056 Vas 059 063 

H 0 0 0 0 
Vee Vas 062 058 

JOOOO 
Vee Vss 061 elK 

K 0 0 0 0 
Vee Vas 060 RESET 

LOOOO 
Vee Vas fRCMC# PEN' 

MOO 0 0 
Vee Vas NUl INTR 

N 0 0 0 0 
Vee Vas TUB SMI# 

pOOOO 
Vee Vas NC Vee 

Q 0 0 0 0 

PENTIUM ™ PROCESSOR 
PINOUT 

BOnOMVIEW 

000 0 F 
07 05 Vas Vee 

0000 G 
OPO FERRI Vas Vee 

0000 H 
CACHE#KEN. IU Vas 

0000 
BOFF. NAI Vas Vas 

000 0 K 
BROYNBRDVClAHOlD Vss 

o 0 0 0 L 
HITM# EAOS#WBfWT# Vas 

0000 M 
ADSC. WIRI Vas Vee 

o 0 0 0 N 
ADSt AP Vss Vee 

000 0 P 
BE1# HLDA Vas Vee 

o 0 0 0 Q 
Vee Vas NC RIStI Seye PCHK# Vas Vee 

ROOOO 0000 R 
TOO IGNNE. Ne TRST;tI: BEst PWT Vas Vee 

sOOOO 0000 S 
TDI INIT IBT Ne A3 A7 A9 At1 A13 A15 At7 At9 A26 BTO 8T2 BE4#SMIACTI TCKBUSCHK'Vss Vee 

TOOOOOOOOOOOOOOOOOOOOO T 
A21 A23 A25 AS A6 AS A10 A12 A14 At6 A18 A20 A22 A24 BE6j BE2# A20Ml BEON: PRDVFLUSH# Vee 

uOOOOOOOOOOOOOOOOOOOOO U 
A27 A29 A31 Vss Vss VS$ Vss Vss Vss Vas Vss Vss Vaa Vss Vss A28 HOLD DIC# LOCK# BRED BE3# 

vOOOOOOOOOOOOOOOOOOOOO V ~ ~ M ___ ~ _________ ~ ~A~~~.~ 

wOOOOOOOOOOOOOOOOO.OOOO W 

21 20 19 18 17 16 15 14 13 12 11 10 

CDB24 

Figure 1-2. Pentium™ Processor Pinout (Bottom View) 
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PINOUTS 

1.1.2. 82496 Cache Controller Pinouts 

I 

U T 5 R Q N M L K H G FED C B A 

MAPERRM Y88 APEAR, Vcc IPERR, v.. APiCI CPCD Vcc CPWT Yn CCACHEI Vee Yu cscye Voo v.. Vcc Vat 

0000000000000000000 
Voo lRST. MKENt SWENDI BRoYl Vcc DRCTMt Vcc Vcc MROII Vcc Vee SNPBSYI Vee FSlOUT. RDYSfiC 1AG10 TAG9 VSS 

0000000000000000000 
Vss EWBEt V8I MALE TMS VSI CROYI V.. V8I V.. V.. VIS V.. Vu PALLClMCACHe. CFA3 1AG7 VIS 

0000000000000000000 3 
Voo SNPCLK SNPSTBt SNPNCA TCK TOI BGT. VSI MWBWT. CWAY SNPCYCt MYHrrl SNPADSI CADSt CDCI KLOCK' TAGS 1AG3 Vee 

0000000000000000000 4 
Vss MAOf. MCFA2 SYNCf: MBALE FLUSHI KWENDt CNA, VI' Vss MHIlMI CAHOLO CDTSI CWRI eNIOI TOO 1A04 TAG1 Vss 

0000000000000000000 5 
Vss Vee Vn RESET SMPINV ...----------------, HENEt TAG11 Vss Vee Voo 

00000 00000 
VIS Vee Yss MCFA3 MBAOEl CFA2 SULNt Vss Vcc Vss 

00000 00000 
MAP Vee Vss MTAG10 MTAG11 lAGa TAG6 Vn Vcc AP 

o 0 0 0 0 00000 8 
Vss Vee Vas MTAG4 MTAG8 1AG2 1AGO Vn Vee Vcc 

00000 00000 9 
MST3 Vee Yss MTAG2 MTAG1 SET7 Vcc SET9 SET10 BT3 

10 0 0 0 0 0 

82496 
CACHE 

CONTROLLER 
PINOUT 

TOP VIEW 
o 0 0 0 0 10 

Vss Vcc Vss MTAGO MSETB SET8 Vss Vss Voo Vas 

11 00000 0000011 
MST2 Vee Vss MSET10 MSET2 elK SET5 V.. Vcc aT2 

12 0 0 0 0 0 o 0 0 0 0 12 
Vcc Villi MSET9 MSETl SETS SET4 SET3 Vcc VCC 

13 0 0 0 0 0 o 0 0 0 0 13 
Men Vee Vss MSETS MCFA6 SEro SETl Vss Vcc BTl 

14 0 0 0 0 0 .~~-=:::-=:~:--,::::-==::-::::-' 0 0 0 0 0 14 
Vn MTAG6 MTAG3 Msrn MCFA5 MCFAl WBA WRARRI WBWT' Vee DC' CACHet BROYC2t CFA5 CFA8 SET2 CFA1 Ne Vas 

15 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 15 
MBTO MTAG7 MTAGS MSETO MCFA4 WBTVP wawEI WAY INV EADSI peD BOm scve CfAO BRDVC1' BLASTI ADSf NC 810 

16 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 16 
Vee MTAG9 MSET4 MCFAD BUSt 'In 'Iss Vss Vn 'Iss Vss Vas MIDI Vsa KENt Ble, LOCK, CFA4 Vee 

17 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 17 
Vss M8m MSET6 MAWEAI NCYC/I 'Icc 'Icc Vcc Vcc NAI Vcc Vcc Vee 'Icc HIlMI PWT WR# AHOLD Vss 

18 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 18 _ ~ _ ~ _ lli~ ~ _ ~ _ ~ _ ~ _ ~ _ ~ _ ~ 

19 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 19 

U T 5 R Q P N M L K H G FED C B A 
C0825 

Figure 1-3. 82496 Cache Controller Pinout (Top View) 
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ABC D E F G H K M N P Q R STU 

Vas Vee Vss Vee CSCYC Vss Vee CCACHEI Vas CPWT Vee epeD APICt Vas IPERRI Vee APERRI Vas MAPERR. 

0000000000000000000 
Vsa TAG9 TAG10 RDYSRC FSIOUT# Vee SNPBSYI Vee Vee MRO# Vee Vee DRCTM# Vee BRDYI SWENDII MKENtI TRSTI Yee 

0000000000000000000 
Vss TAG7 CFA3 MCACHEt PALLet Vas Vas Vss Vas Vss Vas Vas CROY, Vas 1MS MALE Yes EWBEj Vss 

0000000000000000000 
Vee TAG3 TAG5 KLOCKI CDCt CADSlSNPADSliMTHIT,SNPCYCI CWAY MWBWT' Vss BOll TDI 1CK SNPNCA SNPSTB'SNPCLK Yee 

0000000000000000000 4 
Vas TAG1 TAG4 TDO CMICI cwn, CDTSI CAHOLD MHITMI VBS Vas CNAI KWEND#FLUSH, MBALE SYNct MCFA2 MAOEl Vss 

0000000000000000000 
Vee Vee Vas TAG11 NENEI SNPINV RESET Vss Vee Vas 

00000 00000 
VIIS Vee Vss SMlNIt CFA2 MBAOEt MCFA3 Vss Vex: Vss 

00000 00000 
AP Veo V .. TAGS TAGS MTAG11 MTAG10 V .. Vee MAP 

0 0 0 0 0 0 0 0 0 0 
Vee Vee V .. 'AGO TAG2 MTAG8 MTAG4 V .. Vee V .. 

0 0 0 0 0 0 0 0 0 0 
BT.l srna SET9 V", sm 82496 Mf"', MfA" V .. V", MBT.l 

0 0 0 0 0 CACHE 0 0 0 0 0 10 CONTROLLER 10 
V .. Vee V .. Vn SETa PINOUT MSET8 MTAGO v .. Vee v •• 

BOTTOM VIEW 
11 0 0 0 0 0 0 0 0 0 0 11 

B" Veo v .. SETS ClK MSET2 MSET10 Vss Vee MB" 

12 0 0 0 0 0 0 0 0 0 0 12 

Vee Veo SET3 SET' SET6 MSET1 MSET9 v .. Vee Vee 

13 0 0 0 0 0 0 0 0 0 0 13 
Bn Vee v .. SET1 SETa Me'" MSET5 V •• Vee MBT' 

14 0 0 0 0 0 0 0 0 0 0 14 
v .. NC CFA1 SET2 CFA6 CFAS BRDYC2t CACHEt DC, Vee WBWT#WRARR, WBA MCFA1 MCFAS MSET3 MTAG3 MTAG6 V .. 

15 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 15 
BTO NC ADS/II BLASn8RDVC1, CFAO seYC BOFF# PCD EADS# ,NV WAY WBWEI W81YP MCfA4 MSETO MTAG5 MTAG7 MBTO 

16 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 16 

Vee CFA4 lOCK' BlEl KEN. V .. """ Vas V .. Vas Vas V .. V .. V .. BUS/II MCFAO MSET4 MTAG9 Veo 

17 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 17 
V .. AHOlD W"' PWT HITM#: Vee Vee Vee Vee NA4 Vee Vee Vee Vee MCVCI MAWEAt MSET6 MSET7 v .. 

18 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 18 
v .. Vee Vas Vee v .. Ve, v .. Veo v .. Ve' v .. Vee v .. BlECt Vee v .. Vee v .. Vee 

19 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 19 

ABC D E F G H K M N P Q R STU 

CD826 

Figure 1-4. 82496 Cache Controller Pinout (Bottom View) 
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1.1.3. 82491 Cache SRAM Memory Pinouts 
0 !l! '" ... OJ .. 0 

~ ~ ~ ~ ~ ~ ~ ~ :! SI! :c ~ Iri Q :c :c :c :c :c :c ... III 

TMS ADS/I . 

TDI HIlM# 

TCK BRDYC/I 

MDATA7 BRDY# 

Vee BLAST# 

MDATA3 W/R# 

VI. CDATA7 

MDATA6 Vee 

Vee 82491 CDATA3 

MDATA2 CACHE CDATAl 
SRAM 

V •• PINOUT Vas 

MDATAS 
TOP VIEW 

CDATA6 

Vee CDATAS 

MDATAl Vee 

Vss CDATA2 

MDATA4 CDATAO 

Vee Vss 

MDATAO CDATA4 

V •• WAY 

MDOE# WRARR# 

MZBT# CRDY# 

;:!! ~ i!S ~ :5 "" Iii ~ "" 
.. 

~ ~ ~ i!: ... cc .. 
~ :I! ~ ..J .. :i w 

c IE w U --I > ... i:: III 
~ 

w 
II: <II :E 8 III u III W 0 II> ~ :::> 

~ u 
III :E ::Ii II: :E ..J III III :E :E :E III ~ ~ :E ::Ii 

CDB27 

Figure 1·5. 82491 Cache SRAM Memory Pinout (Top View) 
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m ~ c ~ :l ::I: ::l :Il ~ !C u :Ii ~ '" - .. ... ... '" ~ g 
III ~ C C C C C C ... 

ADS# TMS 

HITMII TDI 

BRDYCI TCK 

BRDY# MDATA7 

BLAST# Vee 

W/R# MDATA3 

CDATA7 Vas 

Vee MDATA6 
82481 

CDATA3 CACHE Vee 
SRAM 

CDATAI PINOUT MDATA2 
BOTTOM VIEW 

Vss VII 

CDATA6 MDATA5 

CDATA5 Vee 

Vee MDATAI 

CDATA2 VII 

CDATAO MDATA4 

Vss Vee 

CDATA4 MDATAO 

WAY Vas 

WRARR# MooEl 

CRDY# MZBT# 

~ :r ~ m c ... 
I¥: ~ ~ ~ m ~ ..: 

~ Iii ~ ~ i O\i g ~ > w :I: ; ~ ~ 8 u .. Q 
U :I: III III 0 .... III :II II. .. 
:II ~ :I: :I: III III :II II: :II :II :II III 

:II 

com 

Figure 1-6. 82491 Cache SRAM Pinout (Bottom View) 
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1.2. PIN CROSS REFERENCE TABLES 

1.2.1. Pentium Processor 

Table 1-1. Pentium™ Processor Pin Cross Reference by Pin Name 

Address Data Control 

A3 T17 DO 003 032 010 A20M# U05 FRCMC# M19 

A4 W19 01 E03 033 C17 A05# P04 HIT# W02 

A5 U18 02 E04 034 C19 A05C# N04 HITM# M04 

A6 U17 03 F03 035 017 AHOlO l02 HlOA 003 

A7 T16 04 C04 036 C18 AP P03 HOLD V05 

A8 U16 05 G03 037 016 APCHK# W03 IBT T19 

A9 T15 06 B04 038 019 BEO# U04 IERR# CO2 

A10 U15 07 G04 039 015 BE1# 004 IGNNE# 520 

A11 T14 08 F04 040 014 BE2# U06 INIT T20 

A12 U14 09 C12. 041 B19 BE3# V01 INTR N18 

A13 T13 010 C13 042 020 BE4# T06 INV A01 

A14 U13 011 E05 043 A20 BE5# 504 IU J02 

A15 T12 012 C14 044 021 BE6# U07 IV B01 

A16 U12 013 004 045 A21 BE7# W01 KEN# J03 

A17 T11 014 013 046 E18 BOFF# K04 lOCK# V03 

A18 U11 015 005 047 B20 BP2 B02 M/IO# A02 

A19 T10 016 006 048 B21 BP3 B03 NA# K03 

A20 U10 017 B09 049 F19 BROY# l04 NMI N19 

A21 U21 018 C06 050 C20 BROYC# l03 PCO W04 

A22 U09 019 C15 051 F18 BREO V02 PCHK# R03 

A23 U20 020 007 052 C21 BUSCHK# T03 PEN# M18 

A24 U08 021 C16 053 G18 CACHE# J04 PMO/BPO 002 

A25 U19 022 C07 054 E20 ClK K18 PM1/BP1 C03 

A26 T09 023 A10 055 G19 O/C# V04 PROY U03 

I 1-7 
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Table 1·1. Pentium™ Processor Pin Cross Reference by Pin Name (Contd.) 

Address Data Control 

A27 V21 024 B10 056 H21 OPO H04 PWT S03 

A28 V06 025 C08 057 F20 OP1 COS RIS# R18 

A29 V20 026 C11 058 J18 OP2 A09 RESET L18 

A30 W05 027 009 059 H19 OP3 008 SCYC R04 

A31 V19 028 011 060 L19 OP4 018 SMI# P18 

029 C09 061 K19 OP5 A19 SMIACT# T05 

BTO T08 030 012 062 J19 OP6 E19 TCK T04 

BT1 W21 031 C10 063 H18 OP7 E21 TOI T21 

BT2 T07 EAOS# M03 TOO S21 

BT3 W20 EWBE# A03 TMS P19 

FERR# H03 TRST# S18 

FLUSH# U02 W/R# N03 

WB!WT# M02 

VCC VSS 

A04 C01 N21 W08 B05 B15 H02 L20 020 V10 

A05 001 POi W09 B06 B16 H2O M01 R02 Vii 

A06 E01 P21 W10 B07 B17 J01 M20 R20 V12 

AD7 F01 001 W11 B08 B18 J20 N02 S02 V13 

AD8 F2i 018 W12 B11 E02 K01 N20 T02 V14 

A11 G01 021 W13 B12 F02 K02 P02 V07 ViS 

A12 G21 R01 Wi4 B13 G02 K20 P20 V08 V16 

A13 HOi R21 W15 B14 G20 L01 002 V09 Vi7 

A14 J21 S01 W16 V18 

A15 K21 T01 W17 

A16 L21 U01 W18 

A17 M21 W06 NC: 019 S19 R19 Ti8 

A18 N01 W07 
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1.2.2. 82496 Cache Controller 

Table 1-2. 82496 Cache Controller Pin Cross Reference by Pin Name 

Cache Control 

AOS# C16 CNA# M05 MAOE# T05 SNPAOS# G04 

AHOLO B18 CPCO M01 MAP U08 SNPBSY# G02 

AP A08 CPWT K01 MAPERR# U01 SNPCLK T04 

APERR# S01 CROY# N03 MAWEA# R18 SNPCYC# J04 

APIC# N01 CSCYC E01 MBALE 005 SNPINV 006 

BGT# N04 CW/R# F05 MBAOE# 007 SNPNCA R04 

BLAST# 016 CWAY K04 MCACHE# 003 SNPSTB# S04 

BLE# 017 O/C# J15 MCYC# 018 SWENO# R02 

BLEC# P19 ORCTM# N02 MHITM# J05 SYNC# R05 

BOFF# H16 EAOS# K16 MKEN# S02 TCK 004 

BROY# 002 EWBE# T03 MRO# K02 TOI P04 

BROYC1# E16 FLUSH# P05 MTHIT# H04 TOO 005 

BROYC2# G15 FSIOUT# E02 MWBIWT# L04 TMS 003 

BUS# 017 HITM# E18 NA# K18 TRST# T02 

CACHE# H15 INV L16 NENE# E06 W/R# C18 

CAOS# F04 IPERR# 001 PALLC# E03 WAY M16 

CAHOLO H05 KEN# E17 PCO J16 WB/WT# L15 

CCACHE# H01 KLOCK# 004 PWT 018 WBA N15 

CO/C# E04 KWENO# N05 ROYSRC 002 WBTYP P16 

COTS# G05 LOCK# C17 RESET R06 WBWE# N16 

CLK E12 M/IO# G17 SCYC G16 WRARR# M15 

CM/IO# E05 MALE R03 SMLN# 007 

I 1-9 
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Table 1-2. 82496 Cache Controller Pin Cross Reference by Pin Name (Contd.) 

CPU Bus Address 

CFAO F16 SETO E14 TAGO 009 

CFA1 C15 SET1 014 TAG 1 B05 

CFA2 E07 SET2 015 TAG2 E09 

CFA3 C03 SET3 C13 TAG3 B04 

CFA4 B17 SET4 013 TAG4 COS 

CFA5 F15 SETS 012 TAGS C04 

CFA6 E15 SET6 E13 TAG6 008 

SET7 E10 TAG7 B03 

BTO A16 SET8 E11 TAG8 E08 

BT1 A14 SET9 C10 TAG9 B02 

BT2 A12 SET10 B10 TAG 1 0 CO2 

BT3 A10 TAG11 006 

Memory Bus Address 

MCFAO R17 MSETO R16 MTAGO R11 

MCFA1 P15 MSET1 013 MTAG1 010 

MCFA2 S05 MSET2 012 MTAG2 R10 

MCFA3 R07 MSET3 R15 MTAG3 S15 

MCFA4 016 MSET4 S17 MTAG4 R09 

MCFA5 015 MSET5 R14 MTAG5 S16 

MCFA6 014 MSET6 S18 MTAG6 T15 
. MSET7 T18 MTAG7 T16 

MBTO U16 MSET8 011 MTAG8 009 

MBT1 U14 MSET9 R13 MTAG9 T17 

MBT2 U12 MSET10 R12 MTAG10 R08 

MBT3 U10 MTAG11 008 

HO I 
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Table 1-2. 82496 Cache Controller Pin Cross Reference by Pin Name (Contd.) 

vss VCC 

A01 G03 R19 A04 F02 P02 

A02 G19 803 A06 F18 P18 

A03 H03 806 A09 F19 Q19 

A05 H17 807 A13 G01 R01 

A07 J01 808 A17 G18 819 

A11 J03 809 B01 H02 T06 

A15 J17 810 B06 H18 T07 

A18 J19 811 B07 H19 T08 

A19 K03 812 B08 J02 T09 

C01 K05 813 B09 J18 T10 

C06 K17 814 B11 K15 T11 

C07 L03 T01 B12 K19 T12 

C08 L05 T19 B13 L01 T13 

C09 L17 U03 B14 L02 T14 

C11 L19 U05 B19 L18 U02 

C12 M03 U06 001 M02 U04 

C14 M04 U07 010 M18 U13 

C19 M17 U09 019 M19 U17 

011 N17 U11 N18 U19 

E19 N19 U15 

F01 P01 U18 

F03 P03 NC: B15 B16 

F17 P17 

I 1-11 
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1.2.3. 82491 Cache SRAM 

Table 1-3. 82491 Cache SRAM Pin Cross Reference by Pin Name 

Address CPU Bus Data Control 

AO 65 CDATAO 48 ADS# 63 MEOC# 23 

A1 66 CDATA1 54 BE# 64 MFRZ# 24 

A2 67 CDATA2 49 BlAST# 59 MOClK 27 

A3 68 CDATA3 55 BlEC# 34 MSEl# 25 

A4 69 CDATA4 46 BOFF# 36 MZBT# 21 

A5 70 CDATA5 51 BRDY# 60 RESET 28 

A6 71 CDATA6 52 BRDYC# 61 TCK 3 

A7 73 CDATA7 57 BUS# 40 TDI 2 

A8 75 Memory ClK 30 TDO 84 

A9 76 Bus Data CRDY# 43 TMS 1 

A10 77 MDATAO 18 HITM# 62 W/R# 58 

A11 78 MDATA1 14 MAWEA# 41 WAY 45 

A12 79 MDATA2 10 MBE# 32 WBA 38 

A13 80 MDATA3 6 MBRDY# 22 WBTYP 37 

A14 81 MDATA4 16 MClK 26 WBWE# 39 

A15 82 MDATA5 12 MCYC# 42 WRARR# 44 

MDATA6 8 MDOE# 20 

MDATA7 4 

NC VCC VSS 

83 5 17 50 7 19 47 

9 29 56 11 31 53 

13 35 74 15 33 72 

1.3. BRIEF PIN DESCRIPTIONS 
This section provides brief descriptions of all signals of the Pentium processor CPU-Cache 
Chip Set. 

The # symbol at the end of a signal name indicates that the active, or asserted state occurs 
when the signal is at a low voltage. When a # symbol is not present after the signal name, the 
signal is active, or asserted at the high voltage level. 
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Tables 1-4 through 1-9 list the signals which comprise each interface - both external (i.e. to 
the memory bus controller) and internal (i.e. the Pentium processor CPU-Cache Chip Set 
optimized interface). 

Figure 1-7 illustrates signal partitioning. 

Table 1-10 describes all Pentium processor signals to which the Memory Bus Controller has 
access, all 82496 Cache Controller signals, all 82491 Cache SRAM signals, and all Optimized 
interface signals. 

Tables 1-11 to 1-13 list the Pentium processor CPU-Cache Chip Set signals which have 
internal pull-up or pull-down resistors and are glitch free. 

Table 1-14 lists the interconnects between the optimized interface signals. 

Tables 1-15 to 1-18 list pin states at reset, Output pins, Input pins, and Input/Output pins. 

The following abbreviations may be used in Tables 1-7 through 1-18: P (Pentium processor), 
CC (82496 Cache Controller), and CS (82491 Cache SRAM). 

For detailed Pentium processor pin descriptions, refer to the Pentium™ Processor Data Book. 
For detailed 82496 Cache Controller and 82491 Cache SRAM pin descriptions refer to the 
Hardware Interface chapter. Note that all input pins must meet their AC/DC specifications 
to guarantee proper functional behavior of the 82496 Cache Controller and 82491 Cache 
SRAM. 

I 1-13 



PINOUTS 

/ 

TABLE1-~ 
PENTIUM ,M 

PROCESSOR <: TABLE 1-8 , 

1 t TABLE 1-7 ,,~ /) ~ <;-<:; 
') '\ 

82496 TABLE 1-9 " 
82491 

CACHE 
, CACHE 

tvV ARRAY 
CONTROLLER 

-y 

t TABLE 1-5 t TABLE 1-6 

41 MEMORY BUS CONTROLLER/MEMORY BUS I 
CDB29 

Figure 1-7_ Brief Pin Description Table Cross Reference 

In the following tables, a signal name in brackets "[ ]" represents a configuration input signal 
sampled at RESET, and a signal name in parenthesis "( )" represents a strobed mode signal. 

Table 1-4_ Pentium™ Processor/MBC Interface Signals 

APCHK# ClK HOLD INTR PEN# SMIACT# 

BP[3:2],PM/BP[1 :0) FERR# IBT IU PRDY TCK 

BRDY# FlUSH# IERR# IV RIS# TOI 

BREQ HlDA IGNNE# NMI RESET TOO 

BUSCHK# HIT# INIT PCHK# SMI# TMS 

TRST# 
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Table 1-5. 82496 Cache Controller/MBC Interface Signals 

APERR# CM/IO# KLOCK# MRO# SNPINV 

APIC# CNA#[CFGO] KWEND# [CFG2] MTHIT# SNPNCA 

BGT# [CLDRV] CPCD MALE [WWOR#] MWB!WT# SNPSTB# 

BLE# CPWT MAOE# NENE# SWEND# [CFG1] 

BRDY# CRDY# [SLFTST#] MAP PALLC# SYNC# [MALDRV] 

CADS# CSCYC MAPERR# RDYSRC TCK 

CAHOLD CW/R# MBALE [HIGHZ#] RESET TDI 

CCACHE# CWAY MBAOE# SMLN# TDO 

CD/C# DRCTM# MBT[3:0] SNPADS# TMS 

CDTS# FLUSH# MCACHE# SNPBSY# TRST# 

CFG[2:0] FSIOUT# MHITM# SNPCLK [SNPMD] 

CLK IPERR# MKEN# SNPCYC# 

MCFA[6:0]. MSET[10:0]. MTAG[11 :0] 

Table 1-6. 82491 Cache SRAM/MBC Interface Signals 

BRDY# MBRDV# (MISTB) MEOC# MZBT# [MX4/8#] TDO 

CLK MCLK [MSTBM] MFRZ# [MDLDRV] RESET TMS 

CRDY# MDATA[7:0] MOCLK (MOSTB) TCK 

MBE#[PAR#] MDOE# MSEL# [MTR4/8#] TDI 

Table 1-7. Pentium™ Processor/82496 Cache Controller Interface Signals 

ADSC#/ADS# BRDYC#/BRDVC1 EADS# KEN# PCD 
# 

AHOLD BT[3:0] EWBE# LOCK# PWT 

AP CACHE# HITM# M/IO# SCVC 

BOFF# D/C# INV NA# W/R# 

A[31 :3]/CFA[6:0]. SET[10:0], TAG[11 :0] WBIWT# 

Table 1-8. Pentium™ Processor/82491 Cache SRAM Interface Signals 

A[17:3]/A[15:1] ADS# BE[7:0]#/BE# D[63:0]/CDATA[7:0] 

HITM# W/R# BE[7:0]#/CDATA[7:4]1-1 DP[3:0]/CDATA[3:0]1-1 

1-1 82491 Cache SRAMs configured as parity devices. 
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Table 1-9. 82496 Cache Controller/82491 Cache SRAM Interface Signals 

BLAST# BRDYC2#/BRDYC# MCYC# WBTYP[LRO) 

BLEC# BUS# WAY WBWE# [LR1) 

BOFF# MAWEA# WBA[SEC2#) WRARR# 

Table 1-10. Pentium™ Processor CPU-Cache Chip Set Brief Pin Descriptions 

Symbol Type Part Name and Function 

A[15:0) I P Pentium™ processor Address pins. 82491 Cache SRAM Address inputs. 
A[31:3) 1/0 CC 

As outputs, the CPU address lines, along with the byte enables, define the 
physical area of memory or 1/0 accessed. The 82496 Cache Controller 
drives the inquire address to the Pentium processor on A[31 :5). Note that 
82491 Cache SRAM address pin AO is always connected to VSS. 

A20M# I P When the Address bit 20 Mask pin is asserted, the Pentium processor 
emulates the address wraparound at one Mbyte which occurs on the 
8086. When A20M# is asserted, the Pentium processor masks physical 
address bit 20 (A20) before performing a lookup to the internal caches or 
driving a memory cycle on the bus. The effect of A20M# is undefined in 
protected mode. A20M# must be asserted only when the processor is in 
real mode. 

ADS# I CC Address Strobe signal from the Pentium processor to the 82491 Cache 
I CS SRAMs. ADS# indicates the start of a new, valid CPU bus cycle and is 

0 P functionally identical to ADSC#. The 82496 Cache Controller ADS# input 
is connected to the Pentium processor ADSC# output. 

ADSC# 0 P Address Strobe signal from the Pentium processor to the 82496 Cache 
Controller ADS# input. ADSC# indicates the start of a CPU cycle and is 
functionally identical to ADS#. 

AHOLD 0 CC In response to the assertion of Address Hold, the Pentium processor will 
I P stop driving the address lines (A[31 :3)), and AP in the next clock. The rest 

of the bus will remain active so data can be returned or driven for 
previously issued bus cycles. AHOLD is driven by the 82496 Cache 
Controller to the Pentium processor AHOLD input during back-
invalidation cycles and inquire cycles. 

AP 1/0 CC Address Parity is driven by the Pentium processor with even parity 
1/0 P information on all Pentium processor generated cycles in the same clock 

that the address is driven. Even parity is driven back to the Pentium 
processor during inquire cycles on this pin in the same clock as EADS# 
by the 82496 Cache Controller to ensure that the correct parity check 
status is indicated by the Pentium processor. 
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Table 1-10. Pentium™ Processor CPU-Cache Chip Set Brief Pin Descriptions (Contd.) 

Symbol Type Part Name and Function 

APCHK# 0 P This is the address parity check status pin. APCHK# is asserted two 
clocks after EAOS# is sampled active if the Pentium processor has 
detected a parity error on the address bus during 82496 Cache Controller 
inquire cycles. APCHK# will remain active for one clock each time a parity 
error is detected. 

APERR# 0 CC The Address Parity Error output indicates that the 82496 Cache 
Controller has detected a CPU bus address parity error. 

APIC# 0 CC The Advanced Programmable Interrupt Controller Address Decoding 
output indicates, when active, that the current address is an APIC address 
(ie. 0 FE EO 00 00 to 0 FE EO 03 FF Hex). 

BE# I CS The Byte Enable pins are used to determine which bytes must be written 
BE[7:0]# 0 P to external memory, or which bytes were requested by the CPU for the 

current cycle. The byte enables are driven in the same clock as the 
address lines (A[31 :3]). One Pentium processor byte enable output, 
BE[7:0]#, is connected to either one or two (cache size dependent) 82491 
Cache SRAM BE# input. When a 82491 Cache SRAM is configured to 
be a parity device, the CPU byte enables are connected to the 82491 
Cache SRAM COATA[7:4] pins (BE[7:4]# to one parity 82491 Cache 
SRAM, and BE[3:0]# to the other). 

BGT# I CC Bus Guaranteed Transfer is generated by the Memory Bus Controller 
(MBC) to indicate that it is committed to completing a given memory bus 
cycle. Until BGT# is active, the 82496 Cache Controller owns the cycle 
and may abort the cycle upon an intervening bus snoop. Once BGT# is 
asserted, the MBC owns the cycle, freeing the 82496 Cache Controller for 
other operations. 

BGT# shares a pin with the Configuration signal ClORV. 

BlAST# 0 CC The Burst last signal indicates the end of a burst cycle when it comes 
I CS together with BROY# or BROYC#. 

BlE# 0 CC The 82496 Cache Controller asserts Byte latch Enable to latch PCO, 
PWT, BEO#-BE7#, CACHE# and SCYC from the CPU into an external 
377-type latch. This signal is not necessary with the 82496 Cache 
Controller 182491 Cache SRAM secondary cache since those signals are 
latched into the 82496 Cache Controller and 82491 Cache SRAM de-
vices. 

BlEC# 0 CC The 82496 Cache Controller asserts Byte Latch Enable to the 82491 
I CS Cache SRAM to latch the Pentium processor byte enables (BE[7:0]#). If 

active (LOW), the 82491 Cache SRAM will latch new byte enable data 
upon the rising edge of ClK. If inactive (HIGH), the latch will be closed. 

BOFF# 0 CC The Back-Off Pentium processor signal is driven by the 82496 Cache 
I CS Controller to resolve In response to BOFF#, the Pentium processor and 
I P 82491 Cache SRAM (if driving COAT A lines to the Pentium processor) 

will float their buses on the next ClK. The CPU remains in bus hold until 
BOFF# is negated, at which time the Pentium processor restarts the 
aborted bus cycles. 
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Table 1-10. Pentium™ Processor CPU-Cache Chip Set Brief Pin Descriptions (Contd.) 

Symbol Type Part Name and Function 

BP[3:2] 0 P The Breakpoint pins correspond to the debug registers DR3-DRO. These 
PM/BP[1:0] 0 P pins externally indicate a breakpoint match when the debug registers are 

programmed to test for breakpoint matches. 

BPi and BPO are multiplexed with the Performance Monitoring pins 
(PM1 and PMO). The PB1 and PBO bits in the Debug Mode Control 
Register determine if the pins are configured as breakpoint or performance 
monitoring pins. The pins come out of reset configured for performance 
monitoring (for more information, see Appendix A). 

BRDY# I CC The Burst Ready input indicates that the 82496 Cache Controller has 
I CS presented valid data on the data pins in response to a read or that the 
I P 82496 Cache Controller has accepted the Pentium processor data in 

response to a write request. BRDY# is generated by the Memory Bus 
Controller (MBC). 

BRDYC# I CS Burst Ready Cache is an input to the Pentium processor from the cache 
I P used for unlocked cache hit cycles and posted writes. The Pentium 

processor BRDYC# input is connected to the 82496 Cache Controller 
BRDYC1# output. The 82491 Cache SRAM BRDYC# input is connected 
to the 82496 Cache Controller BRDYC2# output and is used for tracking 
these hit and posted write cycles. 

BRDYC1# 0 CC Burst Ready Cache 1 is output by the 82496 Cache Controller to the 
Pentium processor BRDYC# input during cache hit and posted cycles. 

BRDYC2# 0 CC Burst Ready Cache 2 is output by the 82496 Cache Controller to the 
82491 Cache SRAM BRDYC# input during cache hit and posted cycles. 

BREQ 0 P The Bus Request output indicates to the external system that the 
Pentium has internally generated a bus request. This signal is always 
driven whether or not the Pentium processor is driving its bus. 

BT[3:0] I CC The Branch Trace Outputs provide bits 2:0 of the branch target linear 
0 P address (BT[2:0]) and the default operand size (BT3) during a branch 

trace message special cycle. 

BUS# 0 CC The Bus/Array Select output of the 82496 Cache Controller multiplexes 
I CS either the memory bus path or array path to the CPU bus of the 82491 

Cache SRAM. 

BUSCHK# I P The Bus Check input pin allows the system to signal an unsuccessful 
completion of a bus cycle. If this pin is sampled active, the Pentium 
processor will latch the address and control signals in the machine check 
registers. If, in addition, the MCE bit in CR4 is set, the Pentium processor 
will vector to the machine check exception. 

For proper Pentium processor /82496 Cache Controller /82491 Cache 
SRAM operation, BUSCHK# must be asserted as detailed in Chapter 4. 

CACHE# I CC For Pentium processor-initiated cycles, the Cache signal indicates internal 
0 P cacheability of the cycle (if a read), and indicates a burst writeback cycle 

(if a write). If this pin is driven inactive during a read cycle, the Pentium 
processor will not cache the returned data, regardless of the state of the 
KEN# pin. This pin is also used to determine the cycle length (number of 
transfers in the cycle). 
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Table 1-10. Pentium™ Processor CPU-Cache Chip Set Brief Pin Descriptions (Contd.) 

Symbol Type Part Name and Function 

CADS# 0 CC Cache Address Strobe is generated by the 82496 Cache Controller to 
request that the Memory Bus Controller execute a memory bus cycle. 
When active, CADS# indicates that the memory bus address (if MAOE#, 
MBAOE#, MALE, and MBAlE are active), control, and attribute signals 
are valid. 

CAHOlD 0 CC 82496 Cache Controller CAHOLD is generated by the 82496 Cache 
Controller to track the CPU AHOlD signal. This is useful to the MBC 
during warm reset (INIT), locked sequences, and flush or write-back 
special cycles. CAHOlD also provides information relevant to 82496 
Cache Controller built-in self-test (BIST). 

CCACHE# 0 CC 82496 Cache Controller Internal Caching Indication is a latched version 
of the Pentium processor CACHE# attribute. CCACHE# indicates to the 
MBC how many BRDY#s it must return to the Pentium processor. If 
CCACHE# is inactive (HIGH), the MBC must return one BRDY#. If 
CCACHE# is active (lOW), the MBC must return four BRDY#s for cycles 
cacheable in the Pentium processor, and one for cycles not cacheable in 
the Pentium processor (depends upon the values of MKEN#, MRO#, and 
CD/C#). CCACHE# is valid with CADS# and SNPADS#. 

CD/C# 0 CC Cache Data/Control is driven by the 8?496 Cache Controller to indicate 
whether a requested memory bus cycle needs data or code. 

CDATA[7:0] I/O CS Cache Data I/O pins are the 8 bits comprising the I/O data bus interface 
between each 82491 Cache SRAM and the Pentium processor data bus. 
When a 82491 Cache SRAM is configured to be a parity device, bits 3-0 
are used for parity (connected to CPU DP[7:4] or DP[3:0]) and bits 7-4 are 
used for bit enables (connected to CPU BE[7:4]# or BE[3:0]#). For cache 
configurations which only require 4 CDATA pins, bits 3-0 are used. 

CDTS# 0 CC Cache Data Strobe indicates to the memory bus controller that the data 
path is ready. In read cycles, CDTS# indicates that the memory bus 
controller can generate the first BRDY# in the next ClK. For write cycles, 
CDTS# indicates that data is available on the memory bus in the next 
ClK. CDTS# permits independent address and data strobes for CADS# 
and SNPADS# cycles. 

CFA[6:0] I/O CC Configurable Address pins of the 82496 Cache Controller are 
SET[10:0] I/O CC multiplexed to the Pentium processor address pins according to the 
TAG[11:0] I/O CC 82496 Cache Controller configuration. 

CFG[2:0] I CC During the falling edge of RESET, Configuration Pins 0,1, and 2 are 
used to configure the 82496 Cache Controller in any of five modes that 
determine 82496 Cache Controller /Pentium processor line ratio, cache 
tag size (4K-Tags or 8K-Tags) and lines per sector. 

CFG2 shares a pin with the 82496 Cache Controller input signal 
KWEND#. 

CFG1 shares a pin with the 82496 Cache Controller input signal 
SWEND#. 

CFGO shares a pin with the 82496 Cache Controller input signal CNA#. 
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Table 1-10. Pentium™ Processor CPU-Cache Chip Set Brief Pin Descriptions (Contd.) 

Symbol Type Part Name and Function 

ClDRV I CC During RESET, the Cache Low Drive Configuration signal determines the 
driving strength of the connections between the 82496 Cache Controller 
and 82491 Cache SRAM components. 

ClDRV shares a pin with the 82496 Cache Controller input signal BGT#. 

ClK I CC The Clock input provides the fundamental timing for the Pentium 
I CS processor, 82496 Cache Controller, and 82491 Cache SRAM components. 
I P Its frequency is the internal operating frequency of the Pentium processor, 

82496 Cache Controller, and 82491 Cache SRAM, and requires TTL levels. 
All external timing parameters except TDI, TDO, TMS, and TRST# are 
specified with respect to the rising edge of ClK. The clock inputs must be 
provided with minimal skew between devices. 

CM/IO# 0 CC Cache Memory/IO is driven by the 82496 Cache Controller to indicate 
whether a requested memory bus cycle is for memory or for I/O. 

CNA# I CC Cache Next Address Enable is driven by the memory bus controller to 
dynamically pipeline the 82496 Cache Controller cycles. If a cycle is 
pending and CNA# is given, a new CADS# is driven with the new cycle in-
formation. 

CNA# shares a pin with the Configuration signal CFGO. 

CPCD 0 CC 82496 Cache Controller Page Cache Disable is a latched version of the 
Pentium processor PCD attribute to give the memory bus controller direct 
access. CPCD is valid with CADS# and SNPADS#. 

CPWT 0 CC 82496 Cache Controller Page Write-Through is a latched version of the 
Pentium processor PWT attribute to give the memory bus controller direct 
access. CPWT is valid with CADS# and SNPADS#. 

CRDY# I CC Cache Memory Bus Ready is generated by the memory bus controller to 
I CS indicate to the 82496 Cache Controller and 82491 Cache SRAM that a 

memory bus cycle has completed and the devices should make resources 
available for the next cycle. 

The 82496 Cache Controller CRDY# input signal shares a pin with the 
Configuration signal SlFTST#. 

CCCYC 0 CC 82496 Cache Controller Split Cycle Indication is a latched version of the 
Pentium processor SCYC attribute to give the memory bus controller direct 
access. CSCYC is active only for locked cycles with SCYC active, and inac-
tive for all others. CSCYC is valid with CADS# and SNPADS#. 

CW/R# 0 CC Cache Write/Read is driven by the 82496 Cache Controller to indicate a 
requested memory bus cycle requires a read or a write. 

CWAY 0 CC Cache Way is driven by the 82496 Cache Controller to indicate to the 
memory bus controller in which cache "way" the line will be loaded during 
line fills or driven from during write-backs. CWAY is valid with CADS# and is 
used to facilitate external tracking tags. 

D/C# I CC The Data/Code signal is one of the primary bus cycle definition pins. It is 
0 P driven valid in the same clock as the ADS# signal is asserted. D/C# 

distinguishes between data and code or special cycles. 
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Table 1-10. Pentium™ Processor CPU-Cache Chip Set Brief Pin Descriptions (Contd.) 

Symbol Type Part Name and Function 

D[63:0] I/O P These are the 64 Data Lines for the processor. Lines D[7:0] define the 
least significant byte of the data bus; lines D[63:56] define the most 
significant byte of the data bus. During reads, the CPU samples the data 
bus when BRDY# is returned. The Pentium processor Data Bus pins are 
distributed to each 82491 Cache SRAM . 

DP[7:0] I/O P These are the Data Parity pins for the processor. There is one for each 
byte of the data bus. They are driven by the Pentium processor with even 
parity information on writes in the same clock as write data. Even parity 
information must be driven back to the Pentium processor on these pins in 
the same clock as the data to ensure that the correct parity check status is 
indicated by the Pentium processor. DPT applies to D[63:56]. DPO applies 
to D[7:0]. The Pentium processor Data Parity Bus pins are distributed to 
each 82491 Cache SRAM configured to be a parity device. The CPU data 
parity pins are connected to the 82491 Cache SRAM CDATA[3:0] pins. 

DRCTM# I CC Memory Bus Direct to [M] State allows the memory bus to inform the 
82496 Cache Controller of a request to skip the [E] state and move a line 
directly to the [M] state. DRCTM# allows the chip set to support read-for-
ownership and cache-to-cache transfers (without main memory update), 
and is sampled when SWEND# is asserted. 

EADS# 0 CC The External Address Strobe is driven by the 82496 Cache Controller 
I P during back-invalidations or inquire cycles to maintain inclusion and 

indicates that a valid external address has been driven onto the Pentium 
processor address pins to be used for an inquire cycle. 

EWBE# 0 CC The Pentium processor External Write-Back Buffer Empty input is 
I P driven by the 82496 Cache Controller for use in Strong Write Ordering 

mode. EWBE#, when inactive (HIGH), indicates that a write-through cycle 
is posted in the 82496 Cache Controller 182491 Cache SRAM cache. 
When the Pentium processor generates a write, and EWBE# is sampled 
inactive, the Pentium will hold off all subsequent writes to all E or M-state 
lines in the data cache until all write cycles have completed, as indicated 
by EWBE# going active when the posted write receives BGT# from the 
MBC. When the 82496 Cache Controller is configured in weak write 
ordering mode, EWBE# will always be driven active (low). 

FERR# 0 P The Floating Point Error pin is driven active when an unmasked floatirw" 
point error occurs. FERR# is similar to the ERROR# pin on the Intel387 
math coprocessor. FERR# is included for compatibility with systems using 
DOS type floating point error reporting. 
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Table 1-10. Pentium™ Processor CPU-Cache Chip Set Brief Pin Descriptions (Contd.) 

Symbol Type Part Name and Function 

FLUSH# I CC When asserted to the Pentium processor, the Cache Flush signal forces 
I P the CPU to write back all modified lines in the data cache and invalidate its 

internal caches. A flush acknowledge special cycle will be generated by 
the Pentium processor indicating completion of the invalidation and write 
back. 

When asserted to the 82496 Cache Controller, FLUSH# causes the 
82496 Cache Controller to execute a write-back to main memory of any 
modified cache lines and then invalidate all 82496 Cache Controller tag 
locations. FLUSH# also causes the 82496 Cache Controller to inquire the 
CPU and write-back all Pentium processor modified lines in the data 
cache and invalidate all cache lines. 

Note: For proper Pentium processor /82496 Cache Controller operation, 
FLUSH# must be HIGH at the falling edge of RESET. 

FRCMC# I P The Functional Redundancy Checking Master/Checker mode input is 
used to determine whether the Pentium processor is configured in master 
mode or checker mode. 

When using the 82496 Cache Controller /82491 Cache SRAM secondary 
cache, the Pentium processor must be configured as a Master Device (Le. 
FRCMC#=1). 

FSIOUT# 0 CC Flush/Sync/Initialization Output indicates the start and end of Flush, 
Sync and Initialization operations. 

HIGHZ# I CC If active along with SLFTST#, the High Impedance Output 
Configuration signal causes the 82496 Cache Controller to float all 
output pins. 

HIGHZ# shares a pin with the 82496 Cache Controller input signal 
MBALE. 

HIT# 0 P The Hit indication is driven to reflect the outcome of an inquire cycle. If an 
inquire cycle hits a valid line in either the Pentium processor data or 
instruction cache, this pin is asserted two clocks after EADS# is sampled 
asserted by the processor. If the inquire cycle misses Pentium processor 
cache, this pin is negated two clocks after EADS#. This pin changes its 
value only as a result of an inquire cycle and retains its value between the 
cycles. This signal is not used by the 82496 Cache Controller cache 
controller, but may be accessed by the MBC. 

HITM# I CC The Hit to a Modified Line signal is driven by the Pentium processor to 
I CS reflect the outcome of an inquire cycle. It is asserted after inquire cycles 

0 P which resulted in a hit to a modified line in the data cache. It is used to 
inhibit another bus master from accessing the data until the line is 
completely written back. 

HLDA 0 P The Bus Hold Acknowledge pin goes active in response to a hold 
request driven to the processor on the HOLD pin. It indicates that the 
Pentium processor has floated most of the output pins and relinquished 
the bus to another local bus master. When leaving bus hold, HLDA will be 
driven inactive and the Pentium processor will resume driving the bus. If 
the Pentium processor has a bus cycle pending, it will be driven in the 
same clock that HLDA is deasserted. 
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Table 1-10. Pentium™ Processor CPU-Cache Chip Set Brief Pin Descriptions (Contd.) 

Symbol Type Part Name and Function 

HOLD I P In response to the Bus Hold Request, the Pentium processor will float 
most of its output and input/output pins and assert HLDA after completing 
all outstanding bus cycles. The Pentium processor will maintain its bus in 
this state until HOLD is deasserted. HOLD is not recognized during LOCK 
cycles. The Pentium processor will recognize HOLD during reset. 

1ST 0 P The Instruction Branch Taken pin is driven active (high) for one clock to 
indicate that a branch was taken. This output is always driven by the 
Pentium processor. 

IERR# 0 P The Pentium processor Internal Error pin is used to indicate two types of 
errors, internal parity errors and functional redundancy errors. If a parity 
error occurs on a read from an internal array, the Pentium processor will 
assert the IERR# pin for one clock and then shutdown. 

IGNNE# I P This is the Ignore Numeric Error input. This pin has no effect when the 
NE bit in CRO is set to 1. When the CRO.NE bit is 0, and the IGNNE# pin 
is asserted, the Pentium processor will ignore any pending unmasked 
numeric exception and continue executing floating point instructions for 
the entire duration that this pin is asserted. When the CRO.NE bit is 0, 
IGNNE# is not asserted, a pending unmasked numeric exception exists 
(SW.ES = 1), and the floating point instruction is one of FINIT, FCLEX, 
FSTENV, FSAVE, FSTSW, or FSTCW, the Pentium processor will 
execute the instruction in spite of the pending exception. When the 
CRO.NE bit is zero, IGNNE# is not asserted, a pending unmasked numeric 
exception exists (SW.ES = 1) and the floating point instruction is one other 
than FIN IT, FCLEX, FSTENV, FSAVE, FSTSW, or FSTCW, the Pentium 
processor will stop execution and wait for an external interrupt. 

INIT I P The Pentium processor Initialization input pin forces the Pentium 
processor to begin execution in a known state. The processor state after 
INIT is the same as the state after RESET except that the internal caches, 
model specific registers, and floating point registers retain the values they 
had prior to INIT. INIT may NOT be used in lieu of RESET after power-up. 

If INIT is sampled high when RESET transitions from high to low the 
Pentium processor will perform built-in self test prior to the start of 
program execution. 

INTR I P An active Maskable Interrupt input indicates that an external interrupt has 
been generated. If the IF bit in the EFLAGS register is set, the Pentium 
processor will generate two locked interrupt acknowledge bus cycles and 
vector to an interrupt handler after the current instruction execution is 
completed. INTR must remain active until the first interrupt acknowledge 
cycle is generated to assure that the interrupt is recognized. 

INV 0 CC The Pentium processor Invalidation input determines the final cache line 
I P state (S or I) in case of an inquire cycle hit. It is sampled together with the 

address for the inquire cycle in the clock EADS# is sampled active. 

IPERR# 0 CC Internal Parity Error is driven active for TAG RAM parity errors and for 
internal address path parity errors. 
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Table 1-10. Pentium™ Processor CPU-Cache Chip Set Brief Pin Descriptions (Contd.) 

Symbol Type Part Name and Function 

IU 0 P The U-Pipe Instruction Complete signal is driven active (high) for 1 clock 
to indicate that an instruction in the u-pipeline has completed execution. 
This pin is always driven by the Pentium processor. 

IV 0 P The V-Pipe Instruction Complete signal is driven active (high) for one 
clock to indicate that an instruction in the v-pipeline has completed 
execution. This pin is always driven by the Pentium processor. 

KEN# 0 CC The Cache Enable pin is used to determine whether the current cycle is 
I P cacheable by the CPU or not and is, consequently, used to determine 

cycle length. When the Pentium processor generates a cycle that can be 
cached (CACHE# asserted) and KEN# is returned active by the 82496 
Cache Controller, the cycle will be transformed into a burst line fill cycle. 

KLOCK# 0 CC 82496 Cache Controller Cache LOCK# is driven by the 82496 Cache 
Controller and indicates to the memory bus controller that a request to 
execute atomic read-modify-write sequences is present. KLOCK# tracks 
the LOCK# signal of the Pentium processor. 

KWEND# I CC Cacheability Window End is generated by the MBC to indicate to the 
82496 Cache Controller that the Cacheability Window (the period during 
which cacheability is determined) has expired. When KWEND# is as-
serted, the 82496 Cache Controller latches the memory cacheability 
signal (MKEN#) and the Memory Read-Only Signal (MRO#), and makes 
determinations based on the cacheability attributes (e.g. whether a line is 
cacheable, is read-only, requires a replacement, or requires an allocation). 

KWEND# shares a pin with the Configuration signal CFG2. 

LOCK# I CC The Bus Lock pin indicates that the current bus cycle is locked. The 
0 P Pentium processor will not allow a bus hold when LOCK# is asserted (but 

AHOLD and BOFF# are allowed). LOCK# goes active in the first clock of 
the first locked bus cycle and goes inactive after the BRDY# is returned for 
the last locked bus cycle. LOCK# is guaranteed to be deasserted for at 
least one clock between back to back locked cycles. The LOCK# pin is 
driven to the 82496 Cache Controller which, in turn, drives the memory 
bus KLOCK# output. 

LR[1:0] 0 CC The Line Ratio 1 and 0 Optimized Interface Configuration signals are 
I CS driven by the 82496 Cache Controller to the 82491 Cache SRAM at 

RESET to pass along line ratio information. 

LR1 shares pins with the 82496 Cache Controller and 82491 Cache 
SRAM WBWE# signals. 

LRO shares pins with the 82496 Cache Controller and 82491 Cache 
SRAM WBTYP signals. 

M/IO# I CC The Memory/Input-Output signal is one of the primary bus cycle 
0 P definition pins. It is driven valid in the same clock as the ADS# signal is 

asserted. M/IO# distinguishes between memory and I/O cycles. 
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MALDRV I CC During the falling edge of RESET, the 82496 Cache Controller Memory 
Address Bus Low Drive Configuration input is sampled to determine 
the 82496 Cache Controller's memory address bus driving strength. 

MALDRV shares a pin with the 82496 Cache Controller input signal 
SYNC#. 

MALE I CC Memory Bus, Address Latch Enable is generated by the memory bus 
controller to control transparent address latches (resembling 373-series 
TTL logic) within the 82496 Cache Controller. CADS# generates a new ad-
dress at the input of the internal address latch. If MALE and MAOE# are 
both active, the address flows to the memory bus. When MALE becomes 
inactive (low), the address is latched. 

MALE shares a pin with the Configuration signal WWOR#. 

MAOE# I CC Memory Bus Address Output Enable is generated by the memory bus 
controller to control the output buffers of the 82496 Cache Controller's 
memory bus address latches. If MAOE# is active (low), the 82496 Cache 
Controller drives the memory bus address lines. If MAOE# is inactive 
(high), the 82496 Cache Controller's address inputs are driven to the hi-z 
state. Snoops are enabled only while MAOE# is inactive. 

MAP 1/0 CC Memory Address Parity is an input when MAOE#=1 (Snoop cycle), and 
indicates the address parity of the line address bits. MAP is an Output 
when MAOE#=O (82496 Cache Controller initiated cycle), and indicates 
the address parity of the line address bits. 

MAPERR# 0 CC Memory Address Parity Error is driven active during 82496 Cache 
Controller snoop cycles whenever there is a memory address bus parity 
error. 

MAWEA# 0 CC The 82496 Cache Controller asserts Memory Bus Array Write Enable or 
I CS Allocation signal to the 82491 Cache SRAM to indicate that the data in 

the memory buffers should be written to the array, or that an allocation 
should occur. 

MBALE I CC 82496 Cache Controller Memory Bus Sub·Line Address Latch Enable 
functions as MALE but controls only the 82496 Cache Controller sub-line 
addresses. MBALE is generated by the memory bus controller to control 
transparent address latches (resembling 373-series TTL logic) within the 
82496 Cache Controller. CADS# generates a new address at the internal 
address latch input. If MBALE and MBAOE# are both active, the SUb-line 
address flows to the memory bus. If MBALE becomes inactive (LOW), the 
sub-line address is latched. A separate subline control input is provided 
because the 82496 Cache Controller only provides the starting sub-line 
address. 

MBALE shares a pin with the 82496 Cache Controller Configuration 
signal HIGHZ#. 
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MBAOE# I CC 82496 Cache Controller Memory Bus Sub-Line Address Output Enable 
functions like MAOE# but only controls the 82496 Cache Controller sub-
line addresses. If MBAOE# is active (low), the 82496 Cache Controller 
drives the sub-line portion of the address onto the memory bus. 
Otherwise, the 82496 Cache Controller's sub-line address is driven to the 
hi-z state. MBAOE# is also sampled during snoop cycles. If MBAOE# is 
sampled inactive in conjunction with SNPSTB#, snoop write back cycles 
begin at the sub-line address provided. If MBAOE# is sampled active with 
SNPSTB#, snoop write back cycles begin at sub-line address O. A 
separate sub-line control input is provided because the 82496 Cache 
Controller only provides the starting sub-line address. 

MBE# 0 CS The 82491 Cache SRAM Memory Byte Enable output is a latched 
version of the Pentium processor byte enable outputs, BE[7:0]#. The 
memory cycle byte enables (MBE#) are always valid either with or one 
CLK after CADS#. 

MBE# shares a pin with the 82491 Cache SRAM Configuration pin PAR#. 

MBRDY# I CS In clocked memory bus mode, Memory Bus Ready is used to clock data 
into and out of the 82491 Cache SRAM . When active (LOW), MBRDY# 
indicates that the 82491 Cache SRAM will increment the burst counter 
and output or accept the next data upon the rising edge of MCLK (or 
MOCLK for writes, if applicable). MBRDY# is qualified by MSEL#. 

MBRDY# shares a pin with the 82491 Cache SRAM input signal MISTB. 

MBT[3:0] 0 CC The Memory Branch Trace Address signals echo the Pentium processor 
BT[3:0] bits which provide bits 2:0 of the branch target linear address 
(MBT[2:0]) and the default operand size (MBT3) during a branch trace 
message special cycle. MBT[3:0] must be pulled low with an external 
resistor for proper cache operation. 

MCACHE# 0 CC 82496 Cache Controller Internal Cacheability is driven during read cycles 
to indicate whether the current cycle is potentially cacheable in the 82496 
Cache Controller /82491 Cache SRAM. During write operations, 
MCACHE# is only active for write-back cycles. MCACHE# is inactive 
during I/O, special and locked cycles. 

MCFA[6:0] I/O CC Memory Bus Configurable address lines 
MSET[10:0] I/O CC Memory bus SET number 
MTAG[11:0] I/O CC Memory bus TAG bits 

The Memory Address lines are used along with the 8 MBE#s to define 
the areas of memory or I/O to be accessed. They are driven during normal 
memory bus cycles and are inputs during snoop operations. 

MCLK I CS Memory Bus Clock is the memory bus clock input to the 82491 Cache 
SRAM while in clocked memory bus mode. Here, memory bus signals 
and data are sampled on the rising edge of MCLK. During clocked 
memory bus writes, data is driven with respect to MCLK or MOCLK, 
depending on the configuration. MCLK inputs to each 82491 Cache SRAM 
must be within proper skew specifications. 

MCLK shares a pin with the Configuration signal MSTBM. 
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MCYC# 0 CC The 82496 Cache Controller asserts Memory Bus Cycle to the 82491 
I CS Cache SRAM to indicate that the current cycle will use the memory 

buffers. 

MDATA[7:0] I/O CS The Memory Data Pins are each 82491 Cache SRAM's data I/O pins. 
Together with other 82491 Cache SRAM components, they form a 64-, or 
128-bit wide memory bus. In clocked memory bus mode, data is sampled 
or driven on MDATA[7:0] with the rising edge of MClK when MBRDY# is 
active. MOClK is used as a latch enable to hold write data on the 
MDATA[7:0] pins. In strobed memory bus mode, data is sampled or driven 
on MDATA[7:0] with MISTB, MOSTB, or MEOC# edges. For cache 
configurations which only require 4 MDATA pins, bits 3-0 are used. 

MDlDRV I CS During the falling edge of RESET, the Memory Data Bus low Drive 
Configuration signal is sampled to indicate the memory data bus driver 
strength of the 82491 Cache SRAM, which offers normal 
(MDlDRV=HIGH) and high drive (MDlDRV=lOW) capability buffers. 

MDLDRV shares a pin with the 82491 Cache SRAM input signal MFRZ#. 

MDOE# I CS Memory Data Output Enable controls when the 82491 Cache SRAM 
drives the data onto the memory bus. When MDOE# is inactive (high), the 
MDATA pins are tri-stated. When MDOE# is active (low), the MDATA pins 
drive data. Because it is unrelated to ClK and MClK, MDOE# functions 
the same during strobed and clocked memory bus operations. 

MEOC# I CS Memory End of Cycle ends the current cycle. Because it is synchronous 
to the memory bus clock and asynchronous to the CPU ClK, MEOC# can 
end a memory bus cycle and begin a new cycle without waiting for 
Pentium processor ClK synchronization. MEOC# also causes data to be 
latched or driven and resets the memory burst counter. In clocked memory 
bus mode, MEOC# is sampled on the rising edge of MClK. In strobed 
mode, actions occur on MEOC# falling edge. 

MFRZ# I CS Memory Freeze is used during write cycles that could cause allocation 
cycles. When MFRZ# is sampled active (low) with MEOC#, write data is 
latched within the 82491 Cache SRAM. The subsequent allocation will not 
overwrite latched data, thereby avoiding the memory write on the memory 
bus. Because memory is not updated, the allocated line must be cached in 
the [M] state. 

MFRZ# shares a pin with the Configuration signal MDLDRV. 

MHITM# 0 CC Memory Bus Hit to Modified Line is driven during snoop cycles to 
indicate whether snooping addresses hit a modified cache line within the 
82496 Cache Controller /82491 Cache SRAM. When snoop hits to [M] 
occur, the 82496 Cache Controller automatically schedules the write-back 
of modified lines. MHITM# is valid in the ClK following SNPCYC#. If 
active, MHITM# remains active until the ClK of CRDY# of the snoop write 
back. 
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MISTS I CS In strobed memory bus mode, Memory Input Strobe is the 82491 Cache 
SRAM's input data strobe. On each edge of MISTS, the chip set latches 
data and increments the burst counter. MISTS is qualified by MSEL#. 

MISTS shares a pin with the 82491 Cache SRAM input signal MSRDY#. 

MKEN# I CC Memory Bus Cacheability is driven by the memory bus controller to 
indicate to the 82496 Cache Controller whether the current memory bus 
cycle is cacheable to the 82496 Cache Controller /82491 Cache SRAM 
cache. MKEN# is sampled when KWEND# is asserted . 

MOCLK I CS . In clocked memory bus mode, Memory Output Clock controls a 
transparent latch at the 82491 Cache SRAM's data outputs. MDATA hold 
time may be increased through a clock input skewed from MCLK. 

MOCLK shares a pin with the 82491 Cache SRAM input signal MOSTS. 

MOSTS I CS In strobed memory bus mode, each edge of the Memory Output Strobe 
signal outputs new data onto the memory bus. MOSTS is qualified by 
MSEL#. 

MOSTS shares a pin with the 82491 Cache SRAM input signal MOCLK. 

MRO# I CC Memory Bus Read-Only indicates to the 82496 Cache Controller that an 
accessed line is READ-ONLY. For the Pentium processor, READ-ONLY 
code lines are cacheable in the first level cache; Read-Only data lines are 
not cacheable in the first level cache. READ-ONLY lines are cached in the 
82496 Cache Controller in the [Sj state if both MKEN# and MRO# are 
sampled active during KWEND#. MRO# is sampled with KWEND# 
assertion. Subsequent writes to Read-Only lines are not updated but 
instead posted to the memory system. 

MSEL# I CS Memory Select is a chip select input which provides three functions. (1) In 
clocked mode, MSEL# qualifies the MSRDY# 82491 Cache SRAM input. 
In strobed mode, MSEL# qualifies the MISTS and MOSTS inputs. (2) If 
MSEL# is active with MEOC#, MZST# is sampled for the next cycle. (3) 
MSEL# going inactive causes the 82491 Cache SRAM 's memory burst 
counter to reset. Note that in clocked mode, MZST# is sampled on every 
MCLK rising edge with MSEL# inactive. 

MSEL# shares a pin with the Configuration signal MTR4/8#. 

MSET[10:0j I/O CC See MCFA[6:0j. 

MSTSM I CS The Memory Bus Strobed Mode Configuration signal determines 
whether the 82491 Cache SRAM will operate in the strobed memory bus 
mode or in clocked memory bus mode. If a clock is detected on this pin 
any time after reset, the 82491 Cache SRAM will operate in clocked 
mode. If this input remains stable at VSS or VCC, the 82491 Cache SRAM 
will operate in strobed mode. 

MSTSM shares a pin with the 82491 Cache SRAM input signal MCLK. 

MTAG[11:0j I/O CC See MCFA[6:0j. 
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MTHIT# 0 CC Memory Bus Tag Hit is driven by the 82496 Cache Controller during 
snoop cycles to indicate whether a snooping address hits an exclusive, 
shared, or modified cache line. MTHIT# is valid in the ClK following 
SNPCYC# and remains valid until the ClK of the next SNPCYC#. 

MTR4/8# I CS The Memory Transfer Configuration signal is sampled at the falling 
edge of RESET and determines the number of transfers needed on the 
memory bus for each cache line. If MTR4/8# is high, there are four 
transfers for each cache line; If MTR4/8# is low, there are eight transfers. 

MTR4/8# shares a pin with the 82491 Cache SRAM input signal MSEl#. 

MWBIWT# I CC Memory Bus Write Policy allows the memory bus to dynamically indicate 
to the 82496 Cache Controller whether the write policy is write-through or 
write-back. MWBIWT# is sampled when SWEND# becomes active. If 
MWBIWT# is sampled low, the tag state changes to shared (used, for 
example, when the line is detected in another cache). If MWBIWT# is 
sampled high, the tag state can change to an exclusive state. 

MX4/8# I CS On the falling edge of RESET, the Memory I/O Bits Configuration signal 
is sampled to determine the number of I/O pins to be used for the memory 
bus. If MX4/8# is HIGH, four I/O pins are used. If MX4/8# is lOW, eight 
I/O pins are used. 

MX4/8# shares a pin with the 82491 Cache SRAM input signal MZBT#. 

MZBT# I CS When sampled active with MSEl# inactive or MEOC# active, Memory 
Zero Based Transfer indicates that burst location zero of the memory bus 
cycle should be the starting sub-line address independent of the sub-line 
address requested by the Pentium processor. 

MZBT# shares a pin with the Configuration signal MX4/B#. 

NA# 0 CC An active Next Address signal indicates that the 82496 Cache Controller 
I P is ready to accept a new bus cycle although all data transfers for the 

current cycle have not yet completed. The Pentium processor will drive out 
a pending cycle two clocks after NA# is asserted. The Pentium processor 
supports up to 2 outstanding bus cycles. 

NENE# 0 CC Next Near allows the memory bus controller (MBC) to take advantage of 
paged or static column DRAMs by indicating whether a requested memory 
address is "near" the previously generated address (i.e., within the same 
2K-Byte DRAM page). NENE# is valid with CADS# and undefined during 
SNPADS#. 

NMI I P The Non-Maskable Interrupt request signal indicates that an external 
non-maskable interrupt has been generated. 

PAllC# 0 CC Potential Allocate indicates to the memory bus controller that the current 
write cycle could potentially allocate a cache line. PAllC# is active for 
write miss cycles in which lOCK#, PCD and PWT are inactive. 
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PAR# I CS The Parity Configuration signal, when sampled active during RESET, 
causes the 82491 Cache SRAM to be configured solely as a parity 
device. For 82491 Cache SRAM s configured as parity devices, PAR# 
remains tri-stated following Reset. 

PAR# shares a pin with the 82491 Cache SRAM output signal MBE#. 

PCD I CC The Page Cache Disable pin reflects the state of the PCD bit in CR3, the 
0 P Page Directory Entry, or the Page Table Entry. The purpose of PCD is to 

provide an external cacheability indication on a page by page basis. 

PCHK# 0 P The Parity Check signal indicates the result of a parity check on a data 
read. It is driven by the Pentium processor with parity status two clocks 
after BRDY# is returned. PCHK# remains low one clock for each clock in 
which a parity error was detected. Parity is checked only for the bytes on 
which valid data is returned. 

PEN# I P The Parity Enable input (along with CR4.MCE) determines whether a 
machine check exception will be taken as a result of a data parity error on 
a read cycle. If this pin is sampled active in the clock a data parity error is 
detected, the Pentium processor will latch the address and control signals 
of the cycle with the parity error in the machine check registers. If, in 
addition, the machine check enable bit in CR4 is set to "1", the Pentium 
processor will vector to the machine check exception before the beginning 
of the next instruction. 

PRDY 0 P The PRDY output pin indicates that the processor has stopped normal 
execution in response to the RIS# pin going inactive or Probe Mode being 
entered (see Appendix A for more information regarding Probe Mode). 
This pin is provided for use with the Intel debug port described in the 
Pentium™ Processor Data Book. 

PWT I CC The Page Write Through pin reflects the state of the PWT bit in CR3, the 
0 P Page Directory Entry, or the Page Table Entry. The PWT pin is used to 

provide an external writeback indication on a page by page basis. PWT 
active causes the 82496 Cache Controller to put the line in'S' state in 
cases of linefill regardless of the value of MWB/WT#. PWT is ignored by 
the 82496 Cache Controller if the line is in the cache in 'E' or 'M' state. 

RIS# I P The RIS# input is an asynchronous, edge sensitive input used to stop the 
normal execution of the processor and place it into an idle state. A high to 
low transition on the R/S# pin will interrupt the processor and cause it to 
stop execution at the next instruction boundary. This pin is provided for 
use with the Intel debug port described in the Pentium™ Processor Data 
Book. 

RDYSRC 0 CC Ready Source indicates whether the MBC or the 82496 Cache Controller 
provides BRDY# to the Pentium processor. If RDYSRC is high, the 
memory bus controller must generate BRDY#. If RDYSRC is low, the 
82496 Cache Controller generates BRDY#. 
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RESET I CC Reset forces the Pentium processor to begin execution at a known state. 
I CS All the Pentium processor internal caches will be invalidated upon the 
I P reset. Modified lines in the data cache are not written back. When 

asserted to the 82496 Cache Controller and 82491 Cache SRAM. the 
reset signal initiates cache execution at a known state. RESET going 
inactive causes the state of the configuration input pins to be sampled. 

The following 82496 Cache Controller pins are sampled during the 
falling edge of RESET: 

CNA#[CFGO): CFGO line of 82496 Cache Controller configuration inputs. 

SWEND#[CFG1): CFG1 line of 82496 Cache Controller configuration 
inputs. 

KWEND#[CFG2): CFG2 line of 82496 Cache Controller configuration 
inputs. 

BGT#[CLDRV): Indicates the driving strength of the 82496 Cache 
Controller /82491 Cache SRAM interface. 

SYNC#[MALDRV): Indicates the 82496 Cache Controller's memory 
address bus driving strength. 

SNPCLK[SNPMD): Indicates whether the snoop mode is synchronous, 
clocked, or strobed. 

MALE[WWOR#): Enforces strong or weak write-ordering consistency. 

CRDY#[SLFTST#): Invokes 82496 Cache Controller self-test if HIGHZ# 
high. 

MBALE[HIGHZ#): Tristates 82496 Cache Controller outputs if active with 
SLFTST#. 

Note: For proper Pentium processor/82496 Cache Controller operation, 
82496 Cache Controller FLUSH# must be HIGH at the falling edge of 
RESET. 

The following 82491 Cache SRAM pins are sampled during the falling 
edge of RESET: 

MZBT#[MX4/8#): Determines whether each 82491 Cache SRAM uses four 
or eight I/O pins on the memory bus. 

MSEL#[MTR4/8#): Determines the number of memory bus transfers 
needed to fill each cache line - four transfers if HIGH, eight if LOW. 

MCLK[MSTBM): Indicates the memory bus configuration - strobed if stable 
(high or low), clocked if toggling. 

MFRZ#[MDLDRV): Indicates the 82491 Cache SRAM 's memory data bus 
driving strength. 

MBE# [PAR#): Configures the 82491 Cache SRAM as a parity storage 
device. 

WBA[SEC2#): Configures the 82491 Cache SRAM to be 2 Lines per 
Sector. 

WBTYP[LRO): Line Ratio information, bit O. 

WBWE#[LR1): Line Ration information, bit 1. 
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The following Pentium processor pins are sampled during the falling 
edge of RESET: 

BUSCHK#, BRDYC#, CLRDRV: used to configure I/O buffers. FLUSH#, 
FRCMC# and INIT: sampled when RESET transitions from high to low to 
determine if tristate test mode or checker mode will be entered, or if BIST 
will be run. 

SCYC I CC The Split Cycle signal is asserted during misaligned LOCK transfers to 
0 P indicate that more than two cycles will be locked together. This signal is 

defined for locked cycles only. It is undefined for cycles which are not 
locked. 

SEC2# 0 CC The 82496 Cache Controller drives the 2 lines per sector Optimized 
I CS Interface Configuration signal during RESET to the 82491 Cache SRAM 

to pass along lines/sector information. If active, SEC2# indicates 2 lines 
per sector. 

SEC2# shares pins with the 82496 Cache Controller and 82491 Cache 
SRAM WBA signals. 

SET[10:0] I/O CC See CFA[6:0]. 

SLFTST# I CC If the 82496 Cache Controller Self Test Configuration signal is 
sampled LOW (active) during the falling edge of RESET while MBALE is 
HIGH (active), 82496 Cache Controller self-test is invoked. 

SLFTST# shares a pin with the 82496 Cache Controller input signal 
CRDY#. 

SMI# I P The System Management Interrupt causes a system management 
interrupt request to be latched internally. When the latched SMI# is 
recognized on an instruction boundary, the processor enters System 
Management Mode. 

SMIACT# 0 P An active System Management Interrupt Active signal indicates that the 
processor is operating in System Management Mode (SMM). 

SMLN# 0 CC Same Cache Line indicates to the memory bus controller that the current 
cycle accesses the same 82496 Cache Controller line as the previous 
memory (not I/O) cycle. SMLN# is valid together with CADS# and can be 
used to selectively activate SNPSTB# for other caches. For example, 
SMLN# can prevent consecutive snoops to the same line. 

SNPADS# 0 CC Cache Snoop Address Strobe functions exactly like CADS# but is 
generated only on snoop write-back cycles. Because snoop write-back 
cycles must be immediately serviced on the memory bus, the separate 
address strobe eases memory bus controller (MBC) implementation. 
When SNPADS# is active, the MBC aborts all pending cycles (ie. those for 
which BGT# has not been issued; after BGT#, snoop lookups are 
delayed). The 82496 Cache Controller may re-issue cycles following 
snoop completion. 
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SNPBSY# 0 CC When active (lOW), Snoop Busy indicates that the 82496 Cache 
Controller will latch the snoop address and attributes, but will delay the 
snoop lookup. SNPBSY# is activated when a snoop hits a modified line or 
when back-invalidation is needed for a snoop in progress. The 82496 
Cache Controller does not perform snoop lookups until SNPBSY# is 
deactivated. 

SNPClK I CC Snoop Clock provides the 82496 Cache Controller with a snoop clock so 
the MBC can snoop at its own rate. During clocked mode, SNPSTB#, 
SNPINV, SNPNCA, MBAOE#, MAOE#, MAP, and all Address lines are 
sampled by SNPClK. 

SNPClK shares a pin with the Configuration signal SNPMD. 

SNPCYC# 0 CC Snoop Cycle indicates when a snoop lookup is occurring within the 82496 
Cache Controller TAGRAM. MHITM# and MTHIT# are valid from the 
clock following SNPCYC#. 

SNPINV I CC Snoop Invalidation is sampled with SNPSTB# and indicates the state of 
a cache line following snoop hit cycle. If active, SNPINV forces the line to 
become invalid. 

SNPMD I CC When HIGH during RESET, the Snoop Mode Configuration signal 
indicates strobed snooping mode. If lOW during reset, SNPMD indicates 
synchronous snooping mode. In clocked snooping mode, SNPMD is 
connected to the snoop clock source. 

SNPMD shares a pin with the 82496 Cache Controller input signal 
SNPClK. 

SNPNCA I CC Snoop Non Caching Device Access is sampled with SNPSTB# and 
indicates to the 82496 Cache Controller whether a bus master is a non 
caching device (e.g. a DMA controller). SNPNCA helps prevent the 82496 
Cache Controller from unnecessarily changing cache line states from 
exclusive or modified to shared. 

SNPSTB# I CC Snoop Strobe causes snoop address and parameters to be latched and 
initiates a snoop. The 82496 Cache Controller supports three latching 
modes: Clocked, Strobed, and Synchronous latching modes. In clocked 
mode, address and attribute signals are latched when SNPSTB# becomes 
active with the rising edge of SNPClK. In strobed mode, addresses and 
attributes are latched at the falling edge of SNPSTB#. In synchronous 
mode, address and attribute signals are latched when SNPSTB# becomes 
active with the rising edge of ClK. 

SWEND# I CC Snoop Window End is generated by the memory bus controller to 
indicate that the Snoop Window has expired. When SWEND# is asserted, 
the 82496 Cache Controller latches the Write Policy (MWB/WT#) and 
Direct to Memory Transfer (DRCTM#) attributes. By the end of the 
window, all devices have snooped the bus master address and generated 
the snoop results. Once a cycle has received BGT#, the 82496 Cache 
Controller prevents snooping until it receives SWEND#. The 82496 Cache 
Controller can then update its tag RAM. 

SWEND# shares a pin with the Configuration signal CFG1. 
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SYNC# I CC The Synchronize Pentium processor CPU Cache Chip Set signal 
synchronizes the 82496 Cache Controller /82491 Cache SRAM tag array 
with main memory. All modified cache lines in the 82496 Cache Controller 
/82491 Cache SRAM are written back to main memory. SYNC# differs 
from FLUSH# in that it doesn't invalidate the 82496 Cache Controller or 
Pentium processor tag array. All E,I, and S state lines remain in the E,I, 
and S states. All modified cache lines (M state) cause the 82496 Cache 
Controller to inquire the CPU (the Pentium processor will write back 'M' 
state data to the 82496 Cache Controller /82491 Cache SRAM ) and 
become non-modified (E state) by writing modified data to the memory 
bus. 

SYNC# shares a pin with the Configuration signal MALORV. 

TAG[11:0j I/O CC See CFA[6:0j. 

TCK I CC The Testability Clock input provides the clocking function for the Pentium 
I CS processor, 82496 Cache Controller, and 82491 Cache SRAM boundary 
I P scan in accordance with the JTAG/Boundary Scan interface (IEEE Std 

1149.1 )., It is used to clock state information and data into and out of the 
Pentium processor, 82496 Cache Controller, or 82491 Cache SRAM 
during boundary scan. 

TDI I CC The Test Data Input is a serial input pin for the test logic. TAP instructions 
I CS and data are shifted into the Pentium processor, 82496 Cache Controller, 
I P or 82491 Cache SRAM components on the TOI input pin on the rising 

edge of TCK when the TAP controller is in an appropriate state. 

TDO 0 CC The Test Data Output is a serial output of the test logic. TAP instructions 
0 CS and data are shifted out of the Pentium processor, 82496 Cache 
0 P Controller, or 82491 Cache SRAM on the TOO pin on the falling edge of 

TCK when the TAP controller is in the appropriate state. 

TMS I CC The value of the Test Mode Select input signal sampled at the rising edge 
I CS of TCK controls the sequence of TAP controller state changes for the 
I P Pentium processor, 82496 Cache Controller, and 82491 Cache SRAM 

components. 

TRST# I CC The Test Reset pin. When asserted, it allows the TAP controller to be 
I P asynchronously initialized. 

W/R# I CC Write/Read is one of the primary bus cycle definition pins. It is driven valid 
I CS in the same clock as the AOS# signal is asserted. W/R# distinguishes 
0 P between write and read cycles. 

WAY 0 CC The 82496 Cache Controller Way indication is used by the 82491 Cache 
I CS SRAM to properly load and store buffers as well as update the MRU bit. 

WB/WT# 0 CC The WriteBacklWriteThrough signal allows a Pentium processor data 
I P cache line to be defined as write back or write through on a line by line 

basis. As a result, it determines whether a cache line is initially in the S or 
E state in the CPU data cache. This signal provides the L 1/L2 cache 
consistency protocol. NOTE: the 82496 Cache Controller forces the 
Pentium processor into a write-once mode in order to maintain Modified 
data inclusion and assure cache consistency. 
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Table 1-10. Pentium™ Processor CPU-Cache Chip Set Brief Pin Descriptions (Contd.) 

Symbol Type Part Name and Function 

WBA 0 CC The Write back Buffer Address pin is driven by the 82496 Cache 
I CS Controller to indicate which line is loaded into the write-back buffer by the 

82491 Cache SRAM for replacement write-backs. For snoop write-backs, 
WBA indicates a snoop hit to the write-back buffer. 

WBA shares a pin with the Optimized Interface Configuration signal 
SEC2# 

WBTYP 0 CC The 82496 Cache Controller Write Back Cycle Type pin is driven to the 
I CS 82491 Cache SRAM to indicate a replacement write-back or snoop write-

back cycle. 

WBTYP shares a pin with the Optimized Interface Configuration signal 
LRO. 

WBWE# 0 CC The 82496 Cache Controller Write-Back Buffer Write Enable pin is used 
I CS in conjunction with the WBA and WBTYP pins to load the write-back 

buffers of the 82491 Cache SRAM. 

WBWE# shares a pin with the Optimized Interface Configuration signal 
LR1. 

WRARR# 0 CC The 82496 Cache Controller Write to 82491 Cache SRAM Array signal 
I CS controls the writing of data into the 82491 Cache SRAM array and 

updating of the MRU bit. 

WWOR# I CC The Weak Write Ordering Configuration signal configures the 82496 
Cache Controller into strong or weak write ordering modes. In strong 
ordering mode, the chip set writes data to memory in the order in which it 
was received from the Pentium processor. WWOR# shares a pin with the 
82496 Cache Controller input signal MALE. 
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Table 1-11. Pentium™ Processor CPU-Cache Chip Set Internal Pull-Up Resistors 

Pentium™ Processor 82496 Cache Controller 82491 Cache SRAM 

BUSCHK# AOS# AOS# 

RIS# BGT# BOFF# 

SMI# CNA# HITM# 

TCK DRCTM# MBE# 

TDI FLUSH# MCLK 

TMS KWENO# MFRZ# 

TRST# MRO# MOCLK 

NA# MZBT# 

SNPCLK TCK 

SNPSTB# TDI 

SWENO# TMS 

SYNC# 

TCK 

TOI 

TMS 

TRST# 

NOTE: Internal pull-up resistor values are approximately 25K to 1 OOK ohms. 

Table 1-12. Pentium™ Processor CPU-Cache Chip Set Internal Pull-Down Resistors 

Pentium™ Processor 82496 Cache Controller 82491 Cache SRAM 

none none BLEC# 

Table 1-13. Pentium™ Processor CPU-Cache Chip Set Glitch Free Pins 

Pentium™ Processor 82496 Cache Controller 82491 Cache SRAM 

APCHK# APERR# MISTB#2 

FERR# CAOS# MOSTB#2 

HLOA COTS# MEOC#2 

IERR# IPERR# MSEL# 

LOCK# KLOCK# MZBT#2 

PCHK# MAPERR# 

SNPAOS# 

SNPCYC# 

NOTES: 
1. Glitch Free pins are always at a valid logic level following RESET. 

2. These signals must be glitch free when the CSC is configured in strobed memory bus mode. 
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Table 1-14. Signal Interconnects on Optimized Interface 

Pentium™ Processor 82496 Cache Controller 82491 Cache SRAM 

(1/0) 256KB: (1/0) 512KB: 256KB: (1/0) 512KB: 

VSS -- -- AO --
VSS CFA5 CFA4 A1 AO 

A[4:3] CFA[1 :0] CFA[1 :0] A[3:2] A[2:1] 

A5 CFA6 CFA5 A4 A3 

A6 SETO CFA6 A5 A4 

A[16:7] SET[10:1] SET[9:0] A[15:6] A[14:5] 

A17 TAGO SET10 A15 

A[28:18] TAG[11:1] TAG[10:0] 

A29 CFA2 TAG 11 

A30 CFA3 CFA2 

A31 CFA4 CFA3 

ADS# (0) ADS# (I) 

ADSC#(O) ADS# (I) 

AHOLD (I) AHOLD (0) 

AP (1/0) AP (110) 

BE[7:0]# (0) BE# (I), CDATA[7:4] (I) • 

BLAST# (0) BLAST# (I) 

BLEC# (0) BLEC# (I) 

BOFF# (I) BOFF# (0) BOFF#(I) 

BRDYC# (I) BRDYC1#(0) 

BRDYC2# (0) BRDYC# (I) 

BT[3:0] (1/0) BT[3:0] (1/0) 

BUS# (0) BUS# (I) 

CACHE# (0) CACHE# (I) 

D[63:0] (1/0) CDATA[7:0] (1/0) 

D/C# (0) D/C# (I) 

DP[7:0] (1/0) CDATA[3:0] (1/0) • 

EADS# (I) EADS# (0) 

EWBE# (I) EWBE# (0) 
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Table 1-14. Signal Interconnects on Optimized Interface (Contd.) 

Pentium™ Processor 82496 Cache Controller 82491 Cache SRAM 

HITM# (0) HITM# (I) HITM# (I) 

INV (I) INV(O) 

KEN#(I) KEN# (0) 

LOCK# (0) LOCK# (I) 

M/IO# (0) M/IO# (I) 

MAWEA# (0) MAWEA# (I) 

MCYC#(O) MCYC#(I) 

NA# (I) NA# (0) 

PCD (0) PCD (I) 

PWT (0) PWT(I) 

SCYC (0) SCYC (I) 

W/R# (0) W/R#(I) W/R# (I) 

WAY (0) WAY (I) 

WBIWT#(I) WBIWT#(O) 

WBA [SEC2#] (0) WBA [SEC2#] (I) 

WBTYP [LRO] (0) WBTYP [LRO] (I) 

WBWE# [LR1] (0) WBWE# [LR1] (I) 

WRARR# (0) WRARR#(I) 

• The Pentium processor Byte Enable outputs are connected to 82491 Cache SRAM CDATA[7:4] pins 
for 82491 Cache SRAM s configured to be data parity devices. The Pentium processor Data Parity 
signals are connected to 82491 Cache SRAM CDATA[3:0] pins for 82491 Cache SRAM s configured to 
be parity devices. 
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Table 1-15. Pin States During RESET 

State State 
During During 

Pin Name Part RESET Pin Name Part RESET 

APCHK# Pentium™ processor High IU Pentium processor Low 

APERR# 82496 Cache Controller High IV Pentium processor Low 

APIC# 82496 Cache Controller Undefined KLOCK# 82496 Cache Controller High 

BLE# 82496 Cache Controller Low MAP 82496 Cache Controller Undefined 

BP[3:2], Pentium processor Low MAPERR# 82496 Cache Controller High 

BP/PM[1 :0] MBT[3:0] 82496 Cache Controller Low 

BREQ Pentium processor Low MCACHE# 82496 Cache Controller Undefined 

BT[3:0] Pentium processor Low MCFA[6:0] 82496 Cache Controller Undefined 

CADS# 82496 Cache Controller High MDATA[7:0] 82491 Cache SRAM High-Z 

CAHOLD 82496 Cache Controller Note 1 MHITM# 82496 Cache Controller High 

CCACHE# 82496 Cache Controller Undefined MSET[10:0] 82496 Cache Controller Undefined 

CD/C# 82496 Cache Controller Undefined MTAG[11:0] 82496 Cache Controller Undefined 

CDTS# 82496 Cache Controller High MTHIT# 82496 Cache Controller High 

CM/IO# 82496 Cache Controller Undefined NENE# 82496 Cache Controller Undefined 

CPCD. 82496 Cache Controller Undefined PALLC# 82496 Cache Controller Undefined 

CPWT 82496 Cache Controller Undefined PCHK# Pentium processor High 

CSCYC 82496 Cache Controller Undefined PRDY Pentium processor Low 

CW/R# 82496 Cache Controller Undefined RDYSRC 82496 Cache Controller Undefined 

CWAY 82496 Cache Controller Undefined SMIACT# Pentium processor High 

FERR# Pentium processor High SMLN# 82496 Cache Controller Undefined 

FSIOUT# 82496 Cache Controller Low SNPADS# 82496 Cache Controller High 

HIT# Pentium processor High SNPBSY# 82496 Cache Controller Low 

HLDA Pentium processor Low SNPCYC# 82496 Cache Controller High 

IBT Pentium processor Low TDO Pentium processor Note 2 

IERR# Pentium processor High 82496 Cache Controller 

IPERR# 82496 Cache Controller High 82491 Cache SRAM 

NOTES: 

1. The state of CAHOLD depends upon whether self-test is selected. 

2. The state of TDO is determined by boundary scan which is independent of all other signals including 
RESET. 

Note that "Undefined" does not mean that the signal is floating. It means that the value being driven during 
RESET will vary. 
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Table 1-16. Pentium™ Processor CPU-Cache Chip Set Output Pins 

Active Synchronous I 
Pin Name Component Level Asynchronous When Floated 

ADS# Pentium™ processor low Synchronous to ClK Bus Hold, BOFF# 

ADSC# Pentium processor low Synchronous to ClK Bus Hold, BOFF# 

AHOlD 82496 Cache Controller High Synchronous to ClK -

APCHK# Pentium processor low Synchronous to ClK -

APERR# 82496 Cache Controller low Synchronous to ClK -

APIC# 82496 Cache Controller low Synchronous to ClK -

BE[7:0]# Pentium processor low Synchronous to ClK Bus Hold, BOFF# 

BlAST# 82496 Cache Controller low Synchronous to ClK -

BlE# 82496 Cache Controller - Synchronous to ClK -

BlEC# 82496 Cache Controller - Synchronous to ClK -

BOFF# 82496 Cache Controller low Synchronous to ClK -

BP[3:2], Pentium processor Synchronous to ClK -
PM/BP[1:0] 

BRDYC1# 82496 Cache Controller low Synchronous to ClK -
BRDYC2# 82496 Cache Controller low Synchronous to ClK -

BREQ Pentium processor High Synchronous to ClK -

BT[3:0] Pentium processor - Synchronous to ClK Address Hold, Bus Hold, 
BOFF# 

BUS# 82496 Cache Controller low Synchronous to ClK -

CACHE# Pentium processor low Synchronous to ClK Bus Hold, BOFF# 

CADS# 82496 Cache Controller low Synchronous to ClK -

CAHOlD 82496 Cache Controller High Synchronous to ClK -

CCACHE# 82496 Cache Controller low Synchronous to ClK -

CD/C# 82496 Cache Controller - Synchronous to ClK -

CDrs# 82496 Cache Controller low Synchronous to ClK -

CM/IO# 82496 Cache Controller - Synchronous to ClK -

CPCD 82496 Cache Controller High Synchronous to ClK -
CPWT 82496 Cache Controller High Synchronous to ClK -

CSCYC 82496 Cache Controller High Synchronous to ClK -

1-40 I 



PINOUTS 

Table 1-16. Pentium™ Processor CPU-Cache Chip Set Output Pins (Contd.) 

Component Active Synchronous I 
Pin Name Level Asynchronous When Floated 

CW/R# 82496 Cache Controller - Synchronous to ClK -
CWAY 82496 Cache Controller - Synchronous to ClK -

D/C# Pentium processor - Synchronous to ClK Bus Hold, BOFF# 

EADS# 82496 Cache Controller low Synchronous to ClK -

EWBE# 82496 Cache Controller low Synchronous to ClK -

FERR# Pentium processor low Synchronous to ClK -

FSIOUT# 82496 Cache Controller low Synchronous to ClK -

HIT# Pentium processor low Synchronous to ClK -
HITM# Pentium processor low Synchronous to ClK -

HlDA Pentium processor High Synchronous to ClK -

IBT Pentium processor High Asynchronous -

IERR# Pentium processor low Synchronous to ClK -

INV 82496 Cache Controller High Synchronous to ClK -

IPR# 82496 Cache Controller low Synchronous to ClK -
IU Pentium processor High Synchronous to ClK -

IV Pentium processor High Synchronous to ClK -

KEN# 82496 Cache Controller low Synchronous to ClK -
KlOCK# 82496 Cache' Controller low Synchronous to ClK -

lOCK# Pentium processor low Synchronous to ClK Bus Hold, BOFF# 

MIIO# Pentium processor - Synchronous to ClK Bus Hold, BOFF# 

MAPERR# 82496 Cache Controller low Synchronous to ClK -

MAWEA# 82496 Cache Controller low Synchronous to ClK -

MBE# 82491 Cache SRAM low Synchronous to ClK Reset to first CADS# 

MBT[3:0] 82496 Cache Controller - Synchronous to ClK MAOE# inactive 

MCACHE# 82496 Cache Controller low Synchronous to ClK -

MCYC# 82496 Cache Controller low Synchronous to ClK -

MHITM# 82496 Cache Controller low Synchronous to ClK -

MTHIT# 82496 Cache Controller low Synchronous to ClK -
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Table 1-16. Pentium™ Processor CPU-Cache Chip Set Output Pins (Contd.) 

Active Synchronous I 
Pin Name Component Level Asynchronous When Floated 

NA# 82496 Cache Controller low Synchronous to ClK -

NENE# 82496 Cache Controller low Synchronous to ClK -

PAllC# 82496 Cache Controller low Synchronous to ClK -

PCO Pentium processor High Synchronous to ClK Bus Hold, BOFF# 

PCHK# Pentium processor low Synchronous to ClK -
PROY Pentium processor High Synchronous to ClK -

PWT Pentium processor High Synchronous to ClK Bus Hold, BOFF# 

RDYSRC 82496 Cache Controller - Synchronous to ClK 

SCYC Pentium processor High Synchronous to ClK Bus Hold, BOFF# 

SMIACT# Pentium processor low Asynchronous -

SMlN# 82496 Cache Controller low Synchronous to ClK -

SNPADS# 82496 Cache Controller low Synchronous to ClK -

SNPBSY# 82496 Cache Controller low Synchronous to ClK -
SNPCYC# 82496 Cache Controller low Synchronous to ClK -

TOO Pentium processor, 82496 - Synchronous to TCK All states except Shift-
Cache Controller, 82491 DR and Shift IR 

Cache SRAM 

W/R# Pentium processor - Synchronous to ClK Bus Hold, BOFF# 

WAY 82496 Cache Controller - Synchronous to ClK -

WBIWT# 82496 Cache Controller - Synchronous to ClK -

WBA[SEC2#] 82496 Cache Controller - Synchronous to ClK -
WBTYP [lRO] 82496 Cache Controller - Synchronous to ClK -

WBWE# [lR1] 82496 Cache Controller low Synchronous to ClK -
WRARR# 82496 Cache Controller low Synchronous to ClK -
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Table 1-17. Pentium™ Processor CPU-Cache Chip Set Input Pins 

Pin Name Component Active Level Synchronous I Asynchronous 

A[15:0] 82491 Cache SRAM - Synchronous to ClK 

A20M# Pentium™ processor low Asynchronous 

ADS# 82491 Cache SRAM low Synchronous to ClK 

ADSC# 82496 Cache Controller low Synchronous to ClK 

AHOLD Pentium processor High Synchronous to ClK 

BE# 82491 Cache SRAM low Synchronous to CLK 

BGT# [ClDRV] 82496 Cache Controller low[-] Synchronous to ClK 

BLAST# 82491 Cache SRAM low Synchronous to ClK 

BLEC# 82491 Cache SRAM low Synchronous to ClK 

BOFF# Pentium processor, low Synchronous to ClK 
82491 Cache SRAM 

BRDY# Pentium processor, low Synchronous to ClK 
82496 Cache Controller, 

82491 Cache SRAM 

BRDYC# Pentium processor, Low Synchronous to ClK 
82491 Cache SRAM 

BT[3:0] 82496 Cache Controller - Synchronous to ClK 

BUS# 82491 Cache SRAM low Synchronous to ClK 

BUSCHK# Pentium processor low Synchronous to ClK 

CACHE# 82496 Cache Controller low Synchronous to ClK 

CLK Pentium processor, - n/a 
82496 Cache Controller, 

82491 Cache SRAM 

CNA#[CFGO] 82496 Cache Controller low[-] Synchronous to ClK 

CRDY# [SLFTST#] 82496 Cache Controller, low [Low] Synchronous to ClK 
82491 Cache SRAM [C~] 

D/C# 82496 Cache Controller - Synchronous to ClK 

DRCTM# 82496 Cache Controller Low Synchronous to ClK (Note 1) 

EADS# Pentium processor low Synchronous to ClK 

EWBE# Pentium processor low Synchronous to ClK 
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Table 1-17. Pentium™ Processor CPU-Cache Chip Set Input Pins (Contd.) 

Pin Name Component Active Level Synchronous I Asynchronous 

FlUSH# Pentium processor, low Asynchronous 
82496 Cache Controller 

FRCMC# Pentium processor low Asynchronous 

HITM# 82496 Cache Controller, low Synchronous to ClK 
82491 Cache SRAM 

HOLD Pentium processor High Synchronous to ClK 

IGNNE# Pentium processor low Asynchronous 

INIT Pentium processor High Asynchronous 

INTR Pentium processor High Asynchronous 

INV Pentium processor High Synchronous to ClK 

KEN# Pentium processor low Synchronous to ClK 

KWEND# [CFG2] 82496 Cache Controller low[-] Synchronous to ClK 

lOCK# 82496 Cache Controller low Synchronous to ClK 

M/IO# 82496 Cache Controller - Synchronous to ClK 

MALE [WWOR#] 82496 Cache Controller High [low] Asynchronous [Synchronous to ClK] 

MAOE# 82496 Cache Controller low Asynchronous (Note 2) 

MAWEA# 82491 Cache SRAM low Synchronous to ClK 

MBAlE [HIGHZ#] 82496 Cache Controller High [low] Asynchronous [Synchronous to ClK] 

MBAOE# 82496 Cache Controller low Asynchronous (Note 2) 

MBRDY# 82491 Cache SRAM low Synchronous to MClK 

MClK [MSTBM] 82491 Cache SRAM -[-] nla [Synchronous to ClK] 

MCYC# 82491 Cache SRAM low Synchronous to ClK 

MDOE# 82491 Cache SRAM low Asynchronous 

MEOC# 82491 Cache SRAM low Synchronous to MClK or 
Asynchronous 

MFRZ# [MDlDRV] 82491 Cache SRAM low[-] Synchronous to MClK or 
Asynchronous [Synchronous to ClK] 

MISTB 82491 Cache SRAM Transition Asynchronous 

MKEN# 82496 Cache Controller low Synchronous to ClK (Note 1) 
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Table 1-17. Pentium™ Processor CPU-Cache Chip Set Input Pins (Contd.) 

Pin Name Component Active Level Synchronous / Asynchronous 

MOCLK 82491 Cache SRAM - n/a 

MOSTB 82491 Cache SRAM Transition Asynchronous 

MRO# 82496 Cache Controller low Synchronous to ClK (Note 1) 

MSEl# [MTR4/8#] 82491 Cache SRAM low[-] Synchronous to MClK or 
Asynchronous [Synchronous to ClK] 

MWB/WT# 82496 Cache Controller - Synchronous to ClK (Note 1) 

MZBT# [MX4/8#] 82491 Cache SRAM low[-] Synchronous to MClK or 
Asynchronous [Synchronous to ClK] 

NA# Pentium processor low Synchronous to ClK 

NMI Pentium processor High Asynchronous 

PAR# (Note 3) 82491 Cache SRAM low Synchronous to ClK 

PCO 82496 Cache Controller High Synchronous to ClK 

PWT 82496 Cache Controller High Synchronous to ClK 

PEN# Pentium processor low Synchronous to ClK 

RIS# Pentium processor - Asynchronous 

RESET Pentium processor, High Asynchronous 
82496 Cache Controller, 

82491 Cache SRAM 

SCVC 82496 Cache Controller High Synchronous to ClK 

SMI# Pentium processor low Asynchronous 

SNPClK [SNPMO] 82496 Cache Controller -[-] n/a [Synchronous to ClK] 

SNPINV 82496 Cache Controller High Note 2 

SNPNCA 82496 Cache Controller High Note 2 

SNPSTB# 82496 Cache Controller low Note 2 

SWENO# [CFG1] 82496 Cache Controller low[-] Synchronous to ClK 

SVNC# [MAlORV] 82496 Cache Controller low[-] Asynchronous [Synchronous to ClK] 

TCK Pentium processor, - n/a 
82496 Cache Controller 

82491 Cache SRAM 

TOI Pentium processor, - Synchronous to TCK 
82496 Cache Controller, 

82491 Cache SRAM 

TMS Pentium processor, - Synchronous to TCK 
82496 Cache Controller 

82491 Cache SRAM 
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Table 1-17. Pentium™ Processor CPU-Cache Chip Set Input Pins (Contd.) 

Pin Name Component Active Level Synchronous I Asynchronous 

TRST# Pentium processor, low Asynchronous 
82496 Cache Controller 

W/R# 82496 Cache Controller, - Synchronous to ClK 
82491 Cache SRAM 

WAY 82491 Cache SRAM - Synchronous to ClK 

WB/WT# Pentium processor - Synchronous to ClK 

WBA [SEC2#] 82491 Cache SRAM -[-I Synchronous to ClK 

WBTYP [LRO] 82491 Cache SRAM -[-I Synchronous to ClK 

WBWE#[lR1] 82491 Cache SRAM low[-] Synchronous to ClK 

WRARR# 82491 Cache SRAM low Synchronous to ClK 

NOTES: 

1" DRCTM# and MWB/WT# must be synchronous to ClK while SWEND# is active" MKEN# and MRO# 
must be synchronous to ClK when KWEND# is active" 

2" SNPSTB# is Synchronous to ClK in Synchronous snoop mode, Synchronous to SNPClK in Clocked 
snoop mode, and Asynchronous in Strobed snoop mode" MAOE#, MBAOE#, SNPINV, and SNPNCA 
are sampled with SNPSTB#" 

3" PAR# is a configuration input which shares a pin with the MBE# output signal. 
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Table 1-18. Pentium™ Processor CPU-Cache Chip Set Input/Output Pins 

Synchronous / 
Pin Name Component Asynchronous When Floated 

A[31:3] Pentium™ processor Synchronous to ClK Address Hold, Bus Hold, 
BOFF#, Note 3 

AP Pentium processor, Synchronous to ClK Address Hold, Bus Hold, 
82496 Cache BOFF#, Note 3 

Controller 

CDATA[7:0] 82491 Cache SRAM Synchronous to ClK RESET, BOFF#, see 
conditions 1,2 below (Note #5) 

CFA[6:0], SET[10:0], 82496 Cache Synchronous to ClK -
TAG[11 :0] Controller 

D[63:0] Pentium processor Synchronous to ClK Bus Hold, BOFF# 

DP[7:0] Pentium processor Synchronous to ClK Bus Hold, BOFF# 

MAP 82496 Cache Note 1 MAOE# inactive 
Controller 

MCFA[6:0], MSET[10:0], 82496 Cache Note 1 MAOE# or MBAOE# inactive, 
MTAG[11 :0] Controller Note 4 

MDATA[7:0] 82491 Cache SRAM Note 2 RESET, BOFF#, MDOE# 
inactive 

NOTES: 

1. When inputs: Synchronous to ClK, SNPClK or SNPSTB#. When outputs: Synchronous to ClK, 
MAOE# active and MALE high. 

2. Synchronous to ClK, MClK, MOClK or Asynchronous (MISTB/MOSTB). 

3. The 82496 Cache Controller always asserts AHOlD to the Pentium processor (to float the CPU 
address signals) prior to BOFF# assertion (to float the 82491 Cache sr '\M data signals). Technically, 
therefore, the BOFF# signal does not cause the Address lines to float since they have already been 
floated with AHOlD. 

4. The specific 82496 Cache Controller address signals floated with MAOE# or MBAOE# are con­
figuration dependant (refer to section 4.2.7). 

5. The following conditions also cause the Cache SRAM CDATA[7:0] outputs to be tristated: 

(a) A write cycle on the memory bus 

(b) After the last BlAST#/BRDY# of a read cycle 

Note that the appropriate signals on the CPU bus are floated in the CLK after either BOFF# or 
AHOLD is asserted. 
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CHAPTER 2 
CACHE ARCHITECTURE OVERVIEW 

The Pentium processor CPU-Cache Chip Set is Intel's next generation high-performance 
CPU/Cache Core solution for servers and high-end desktop systems. 

The 82496 Cache Controller/82491 Cache SRAM second level cache solution is an enhanced 
version of the 82495DX/82490DX cache which was designed for use with the 50-MHz 
Intel486™ DX microprocessor. The 82496 Cache Controller provide the enhancements needed 
to support the Pentium processor's features. . 

The Pentium processor CPU Cache Chip Set is comprised of a Pentium processor, a 82496 
cache controller and a variable number of 82491 Cache SRAMs for a 256K or 512K byte 
second level cache size. The chip set provides zero-wait-state operation on the CPU bus and 
can be interfaced to a memory bus of 32, 64 or 128 bits in size using a variety of memory bus 
protocols. (A 32-bit memory bus is an implementation alternative, 64 and 128 bits are 
selectable configurations.) 

The 82496 Cache Controller is a high-performance write-back/write-through cache controller 
providing integrated tags and comparators and implementing the popular high performance 
MESI cache consistency protocol. 

The 82491 Cache SRAM is a high-performance dual-ported custom SRAM supporting 32, 64, 
and 128-byte line sizes and optional sectoring. The tightly coupled 82496/82491 Cache SRAM 
interface is optimized for speed and concurrency. The 82496 Cache Controller/82491 Cache 
SRAM separates the Intel Pentium processor bus from the memory bus. The 82496 Cache 
controller and memory bus can handshake synchronously, asynchronously, or with a strobed 
protocol. The Pentium processor CPU Cache Chip Set interface allows for concurrent CPU 
bus and memory bus operation. 

The Pentium processor CPU Cache Chip Set operates at either 60 MHz or 66 MHz. The 
Pentium processor is implemented in a 273 pin ceramic PGA package. The 82496 Cache 
Controller is implemented in a 280 pin ceramic PGA package. The 82491 Cache SRAM is 
implemented in an 84 lead PQFP package. 
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2.1. MAIN FEATURES 
The 82496 Cache Controller/82491 Cache SRAM have the following main fetaures: 

• Tracking of Pentium processor speed 

• Large Cache Size support: 

4K or 8K Tags 

1 or 2 lines per sector 

4 or 8 transactions per line 

64 or 128-bit wide configurable memory bus 

elementary 32-bit memory bus implementation 

256K or 512K byte cache 

• Write-Back cache design with full multiprocessing consistency support: 

supports the MESI protocol 

monitors memory bus to ensure cache consistency 

maintains inclusion with CPU cache 

may be used as a write-through cache 

allows write-allocations 

• Two-way set-associative with MRU hit prediction and replacement algorithm 

• Zero wait-state read hit cycles on MRU hit. One wait-state read hit on MRU misses 

• Zero wait-state write hit cycles 

• Concurrent CPU and Memory Bus transactions 

• Support of synchronous, asynchronous, and strobed memory bus architectures 

• Support of write posting 

• Support of weak or strong memory write ordering 

• Address parity checking and error notification on CPU and memory bus 

• Internal tagRAM and address path parity checking and error notification 

• Data parity storage and transfer to CPU bus via 82491 Cache SRAM parity devices 

2.2. CPU/CACHE CORE DESCRIPTION 

2.2.1. 82496 Cache Controller 
The 82496 Cache Controller is the main control unit for the 82496 Cache Controller/82491 
Cache SRAM second-level cache subsystem (see Figure 2-1). The 82496 Cache Controller 
contains tags, line states, and read-only information, and determines cache hits and misses. The 
controller handles all CPU request traffic including requests for memory bus access. The 
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82496 Cache Controller controls the data paths for cache hits and misses to provide the CPU 
with the proper requested data. The controller dynamically adds one wait state on read hits 
according to the most recently used (MRU) prediction mechanism. The 82496 Cache 
Controller is also responsible for performing CPU and memory bus snoop operations while 
other devices are using the memory bus. The 82496 Cache Controller drives the cycle address 
and other attributes during memory bus accesses. 

CONTROL 
TO/FROM 

MBC 

2.2.2. 

MEMORY 

CONTROLIADDRESS TO/FROM CPU 

PROCESSOR 
BUS 

INTERFACE 

~ CON~~~LER 
INTERFACE 

CONTROL 

CACHE 
DIRECTORY 

ARRAY 

rI ADDRESs,..,. (TagRAM) 

~L..---.-....I 

ADDRESS TO/FROM MEMORY BUS 

Figure 2·1. 82496 Cache Controller Block Diagram 

82491 Cache SRAMs 
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CONTROL 
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82491 Cache SRAMs are used to implement cache SRAM storage and data path. The 82491 
Cache SRAM contains latches, multiplexers and glue logic that enable the cache to work in 
lock step with the 82496 cache controller (see Figure 2-2). The 82491 Cache SRAM 
efficiently serves Pentium processor requests, whether or not needed data resides in the 82491 
Cache SRAM itself. The 82491 Cache SRAM takes full advantage of optimized and integrated 
internal silicon flexibility to provide a degree of performance that cannot be attained with 
discrete implementations. The 82491 Cache SRAM supports zero waitstate cache hit accesses, 
as well as concurrent CPU and memory bus accesses. The 82491 Cache SRAM replicates the 
MRU bits to provide autonomous way prediction. During memory bus cycles, the 82491 
Cache SRAM acts as a gateway between CPU and memory buses. 
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The memory bus controller (MBC) is the server for memory bus cycles. It adapts the Pentium 
processor/82496 Cache Controller/82491 Cache SRAM cache core to a specific memory bus 
protocol (see Figure 2-3). The MBC works with the 82496 Cache Controller to perform all 
operations which reach the memory bus, including line fills (including allocations) and write­
backs. System designers can optimize their MBC designs to suit specific architectures. The 
memory bus controller handles all cycle control, data transfer and snooping operations as well 
as any needed synchronization between the memory bus and the Pentium processor/82496 
Cache Controller/82491 Cache SRAM. Chapter 5 includes details about memory bus 
controller design as well as a description of all 82496 Cache Controller/82491 Cache SRAM 
cycles. 

Intel does not currently supply a standard MBC for the Pentium processor/82496 Cache 
Controller/82491 Cache SRAM cache subsystem. The specific implementation is left up to the 
system designer. 
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2.3. CONFIGURATION 

COBB 

The 82496 Cache Controller/82491 Cache SRAM can be configured in many different ways. A 
system designer can choose how to configure the 82496 Cache Controller/82491 Cache SRAM 
physically (line size, sectoring, etc.), what snooping mode to use, and which memory bus 
mode is optimal. 

Configurations are selected by altering the 82496 Cache Controller/82491 Cache SRAM inputs 
during RESET. Cache configurations are not dynamically changeable. To conserve pins some 
configuration inputs become 82496 Cache Controller or 82491 Cache SRAM inputs/outputs 
after RESET. 

2.3.1. Physical Cache 

Physically, the 82496 Cache Controller/82491 Cache SRAM can be configured to support 
many different cache configurations. By selecting one cache configuration, other 
configurations are excluded. The 82496 Cache Controller/82491 Cache SRAM can be 
configured to support: 
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• 256-Kbyte or 512-Kbyte cache 

• 64 or 128 bit wide memory bus 

• One or two lines per sector 

• 1:1,1:2, or 1:4 CPU to 82496 Cache Controller line size ratio 

• 4 or 8 memory bus transactions 

• 4K or 8K tag size 

• Strong/weak write ordering 

2.3.2. Snoop Modes 
When another master snoops the 82496 Cache Controller, the MBC must initiate the snoop 
request and pass on the 82496 Cache Controller response. The 82496 Cache Controller allows 
the MBC to initiate this snoop request in one of three modes: synchronous, clocked 
(asynchronous), and strobed. The snoop response of the 82496 Cache Controller is always 
synchronous. 

2.3.2.1. SYNCHRONOUS SNOOP MODE 

When the MBC initiates the snoop in synchronous snoop mode, the 82496 Cache Controller 
latches all snoop information synchronous to the CPU CLK. The snoop is then performed on 
the next CLK edge (if resources are available). The snoop response is given on the CLK edge 
after the snoop is performed. This is the fastest possible method of snooping. 

2.3.2.2. CLOCKED (ASYNCHRONOUS) SNOOP MODE 

In clocked (asynchronous) snooping mode, the 82496 Cache Controller latches snoop 
information with respect to an external snoop clock (SNPCLK). SNPCLK frequency is slower 
than CLK frequency. The 82496 Cache Controller must internally synchronize this information 
to CLK and provide a response. . 

2.3.2.3. STROBED SNOOP MODE 

In strobed snooping mode, the 82496 Cache Controller latches snoop information with respect 
to the falling edge of SNPSTB#. Thus, snoop initiation is clock independent. The 82496 Cache 
Controller again synchronizes this snoop information with CLK. 

2.3.3. Memory Bus Modes 
The 82491 Cache SRAM may be configured in one of two memory bus modes: clocked mode 
and strobed mode. The memory bus mode determines how data will be passed on t%ff of the 
data bus. The memory bus mode is not related to the snoop mode. 
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2.3.3.1. CLOCKED MEMORY BUS MODE 

In clocked memory bus mode, the 82496 Cache Controller/8249l Cache SRAM drives or 
reads data with respect to MCLK (an external memory clock source). MCLK is completely 
independent of the CPU CLK source. There are inherent performance advantages, however, in 
making this clock source synchronous or half-clock (divided) synchronous to the CPU CLK. 

2.3.3.2. STROBED MEMORY BUS MODE 

In strobed memory bus mode, the 82491 Cache SRAM drives data with respect to the rising or 
falling edge of one signal. The 82491 Cache SRAM reads data with respect to the rising or 
falling edge of another signal. Like strobed snooping mode, strobed memory bus mode causes 
no clock skew problems or memory bus speed limitations. 

2.4. PENTIUM PROCESSOR BUS INTERFACE 
The CPU bus interface is the connection between the 82496 Cache Controller/8249l Cache 
SRAM and the Pentium processor. This interface is optimized for maximum performance. The 
signals contained within this interface are not specified with setup, hold, and valid delay times. 
Intel provides layouts and 'flight-time' specifications for these signals. These flight times must 
be strictly adhered to in order to guarantee proper operation of the Pentium processor/82496 
Cache Controller/8249l Cache SRAM chip set. The flight time specifications are described in 
the Electrical Specifications chapter. 

Some CPU signals are accessible by the MBC. These are shown in Table 2-1. 

Table 2-1. PentiumT!A Processor Signals Accessible by the MBC 

Functional BScan Diagnostic 

A20M# IGNNE# TCK IV 

APCHK# INIT TOI IU 

BROY# INTR TOO 1ST 

BREa NMI TMS BP[3:2] 

FERR# PCHK# TRST# PM/BP[1:0] 

FlUSH# PEN# PROY 

HIT# RESET RIS# 

HlOA SMI BUSCHK# 

HOlO SMIACT# Special FRCMC#· 

IERR# ClK 

• FRCMC# must be tied to VCC when using the Pentium™ processor with the 82496 Cache 
Controller/82491 Cache SRAM secondary cache. 

The 82496 Cache Controller and 82491 Cache SRAM latch several Pentium processor outputs. 
Table 2-2 below lists the Pentium processor outputs latched by the 82496 Cache 
Controller/8249l Cache SRAM. Refer to Chapter 5 for detailed functional pin descriptions. 
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Table 2-2. Pentium™ Processor Signals Latched in the 82496 Cache Controller and 82491 
CacheSRAM 

Pentium™ Processor Outputs 82491 cache SRAM Outputs 82496 Cache Controller Outputs 

BE[7:0]# MBE# 

CACHE CCACHE# 

PCD CPCD 

PWT CPWT 

SCYC CSCYC 

2.5. 82496 CACHE CONTROLLER/82491 CACHE SRAM 
OPTIMIZED INTERFACE 

The 82496 Cache Controller/82491 Cache SRAM interface is the connection between 82496 
Cache Controller and 82491 Cache SRAM. Like the CPU bus interface, this optimized 
interface is designed to provide the highest speed goal between the devices; therefore, 
reference layouts and 'flight-time' specifications should be strictly adhered to. 

2.6. MEMORY BUS INTERFACE 
The Memory Bus Controller (MBC) is the interface logic required to control the Pentium 
processor/82496 Cache Controller/82491 Cache SRAM and connect it to the memory bus and 
rest of the system. The MBC may be simple enough to support a single-CPU write-through 
cache, or complex enough to support a multiprocessing cache with external tags. The 82496 
Cache Controller/82491 Cache SRAM is a very flexible chipset. The MBC determines exactly 
how the 82496 Cache Controller/82491 Cache SRAM will work in a system. 

An MBC consists of a few basic blocks: a snoop logic block, a memory bus cycle control 
block (with synchronizers if necessary), and a clock cycle control block. The snoop block must 
be able to communicate with the other caches when snooping is necessary. At the same time, 
the cycle control blocks must interface to some arbitration logic external address and/or data 
buffers. 

2.6.1. Snooping LogiC 
The MBC snooping logic is responsible for initiating a snoop in the 82496 Cache Controller 
and providing the snoop response to the rest of the system. Snoop logic must also delay snoop 
initiation if the 82496 Cache Controller is not capable of responding to a snoop. 

When the master 82496 Cache Controller begins a cycle on the bus, all other caches snoop. 
Once all the snoop results are returned to the master 82496 Cache Controller MBC, its snoop 
logic must recognize the result and alter the cycle appropriately. The MBC may abort the 
current cycle in memory, delay the cycle until a write-back is performed, or change the master 
82496 Cache Controller's tag state according to the snoop information. 
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2.6.2. Cycle Control Logic 

Cycle control logic is responsible for initiating a memory bus cycle, providing proper 82496 
Cache Controller cycle attributes during the cycle, and terminating the cycle. Cycle control 
logic determines all aspects of the progress of a cycle. For example, cycle control logic 
determines whether a given cycle is cacheable or allocatable. 

Cycle control logic interfaces memory bus signals to the 82496 Cache Controller. Since the 
memory bus may be asynchronous to the 82496 Cache Controller CLK, cycle control logic 
must also provide proper synchronization. Careful design of this synchronization logic can 
minimize or eliminate synchronization penalties. 

Address path control logic controls when and how the address is driven onto the memory bus. 
It also performs address parity calculation and checking if desired. 

Data path control logic controls how data is written from or read into the 82491 Cache SRAM 
and CPU. It handles the actual transfer of data to/from the memory data bus. Data path control 
logic also handles the CPU burst order and the holding of data during cache to cache transfers. 

If 82491 Cache SRAMs are used as data parity devices, the MBC must drive valid data parity 
values into the parity 82491 Cache SRAM devices during snoop cycles. 

2.7. TEST 
The 82496 Cache Controller/82491 Cache SRAM provides two means of cache testing: built­
in self-test and boundary scan test. The 82496 Cache Controller and Pentium processor built-in 
self-test (BIST) can be initiated during RESET. Boundary scan test uses separate and 
dedicated pins on the Pentium processor, 82496 Cache Controller, and 82491 Cache SRAM. 
Boundary scan functionality is described in the Testability Chapter. 
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CHAPTER 3 
COMPONENT OPERATION 

This section presents the cache consistency protocol of the 82496 Cache Controller and 
explains the architectural decisions underlying the design of the component. 

Cache consistency protocols are designed to ensure that, in a shared memory system, cache 
data and main memory data are consistent. A number of cache architectures can be employed 
to maintain consistency, including write-through, posted write, write-back (also called copy­
back), and two-level mixed (primary write-through with secondary write-back). Write-through 
and write-back designs are the most popular. 

3.1. WRITE-THROUGH CACHE DESIGNS 
In write-through cache designs,.cache memory remains consistent with main memory. In a 
write-through cache design, every CPU write operation accesses both cache memory and main 
memory. A write-through cache must monitor bus masters other than the CPU that could alter 
main memory locations. The cache must then render some of its contents invalid based on 
these alterations. To maintain consistency, a write-through cache employs a valid/invalid 
protocol. 'Valid' indicates that a cache tag contains a memory location which is unaltered from 
main memory. 'Invalid' indicates that the tag is empty. The 82496 Cache Controller/82491 
Cache SRAM can be implemented as a write-through cache by using available control signals 
(ie. MWB/WT#, MKEN#). These control signals cause the tag state to use only the shared and 
invalid MESI cache coherency protocol states. 

3.2. WRITE-BACK CACHE DESIGNS 
In write-back cache architectures, writes may be made to the cache exclusively. Modified 
cache lines are subsequently written back into main memory. The "modified bit" associated 
with each cache line is used by the cache controller to determine whether a specific main 
memory locations needs to be updated. 

The 82496 Cache Controller/82491 Cache SRAM employs such a write-back architecture. In 
addition, the 82496 Cache Controller/82491 Cache SRAM tracks data that can be shared by 
multiple bus masters within a shared memory system. This additional tracking is accomplished 
using the MESI protocol, wherein each cache line is classified as modified [M], exclusive [E], 
shared [S], or invalid [I]. 

3.3. 82496 CACHE CONTROLLER CACHE CONSISTENCY 
PROTOCOL 

The 82496 Cache Controller/82491 Cache SRAM is designed to supplement the Pentium 
processor with the cache and cache management resources needed to implement high-
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performance uniprocessor or multiprocessor systems. The 82496 Cache Controller/82491 
Cache SRAM secondary cache provides 8 or 16 82491 Cache SRAM components and a 82496 
Cache Controller cache controller that offers full multiprocessor cache consistency support. 
Because the 82496 Cache Controller implements a write-back cache architecture, the 82496 
Cache Controller/82491 Cache SRAM will at times contain data that has not yet been written 
back into main memory. The 82496 Cache Controller is designed to ensure that all of the bus 
masters in a shared memory system are prevented from reading invalid data. 

Multiprocessor systems must not only provide cache consistency, but minimize memory bus 
access as well. Otherwise, bus masters combine to create a resource bottleneck that can 
degrade the performance potential of mUltiple execution units. 

The cache consistency protocol used by the 82496 Cache Controller is designed both to ensure 
cache consistency and to keep memory bus utilization to a minimum. The protocol is based on 
several common protocols. 

The 82496 Cache Controller protocol is implemented by assigning state bits for each cached 
line. These states are affected both by CPU initiated operations and by snoop operations per­
formed in response to requests from other bus masters. 

3.4. MESI CACHE CONSISTENCY PROTOCOL MODEL 
The description that follows applies to memory read and write cycles only. I/O and special 
cycles bypass the cache altogether. 

The 82496 Cache Controller/82491 Cache SRAM follows the MESI protocol which is used to 
indicate whether a given cache line has been modified [M], not modified but valid (exclusive 
[E] or shared [S]), or is invalid [I]. 

The MESI states are explained in more detail as follows: 

[M] - MODIFIED 

[E] . EXCLUSIVE 

[S]· SHARED 

3-2 

The [M] state indicates that a line is exclusive to the 82496 Cache 
Controller/82491 Cache SRAM cache and has been modified. 
Therefore, the corresponding line in main memory is invalid. This 
cache line can be modified further without memory bus access, 
thereby reducing bus traffic. Because the data is exclusive to the 
82496 Cache Controller/82491 Cache SRAM's cache, the 82496 
Cache Controller/82491 Cache SRAM must at some point write this 
information back to main memory. 

The [E] state indicates that a particular line is available in the 82496 
Cache Controller/82491 Cache SRAM cache exclusively and that the 
line has not been modified. Therefore, the corresponding main 
memory line is valid. A write changes this line to the [M] state 
without accessing the memory bus. 

The [S] state indicates that a particular line may also exist in other 
system caches. A shared line may be read from the cache without 
requiring main memory access. Writing to a shared line updates the 
cache, but also requires that the 82496 Cache Controller/82491 Cache 
SRAM generate a write-through to update main memory and invali­
date the line where it exists in other caches. 
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The [I] state indicates that a particular line is not available in the 
cache. A read to this line results in a miss, which, in some cases, 
causes the 82496 Cache Controller to execute a line fill. A write to 
this line causes the 82496 Cache Controller/82491 Cache SRAM to 
execute a write-through to main memory or, in some circumstances, 
to initiate an allocation. 

3_5. BASIC MESI STATE TRANSITIONS 
The MESI state of a cache line depends on several factors, including CPU cycle type and 
memory bus controller operation. Following a snoop, the MESI state of a line may change, or 
the line may be written back. 

This section covers the most common memory accesses. Non-cacheable cycles, locked cycles, 
read-only cycles, and direct-to-modified cycles are covered in Section 3.6. 

One category of memory accesses deals with MESI state changes to the CPU-cache core 
resulting from internal operations. Another category deals with MESI state changes resulting 
from actions by external devices. Figure 3-1 diagrams a portion of the MESI coherency 
protocol. The diagram shows state transitions caused by both categories of memory accesses. 

Table 3-1 below shows the basic MESI state transitions implemented by the 82496 Cache 
Controller/82491 Cache SRAM. The "CURRENT STATE" refers to the state of the 82496 Cache 
Controller/82491 Cache SRAM line being accessed either by it's Pentium processor or a snoop 
from another cache on the memory bus. The "ACTION" refers either to a CPU read, CPU write, 
or a snoop initiated by another bus master attached to the same shared memory bus. The "NEW 
STATE" refers to the state of the current cache line after the action is performed. The new state 
is dependent upon the values of SNPINV and SNPNCA for snoop operations, and DRCTM#, 
MWB/WT#, LOCK#, MKEN#, and MRO# for read and write operations. "MEMORY Bus 
ACTIVITY" refers to the action which takes place on the memory bus (if any) as a result of the 
action being performed on the cache line. 

I 3-3 



COMPONENT OPERATION 

Table 3-1. Basic MESI State Transitions 

Current State Action New State Memory Bus Activity 

read M none 

M write M none 

snoop E,S,I write-back 

read E none 

E write M none 

snoop E,S,I none 

read S none 

S write M,E,S write-through 

snoop S,I none 

read M,E,S,I linefill 

I write M,E,S,I write-through 

snoop I none 
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READ MISS: NON·CACHEABLE 
WRITE MISS: WRITE THRU 

..( .... '--____ SNOOP.INV: BACK INVALIDATE 
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Figure 3-1. State Changes 
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3.5.1. MESI State Changes Resulting From CPU Bus Operations 

The MESI state of a valid 82496 Cache Controller/82491 Cache SRAM's line may change as 
the controller services Pentium processor read and write requests. 

3.5.1.1. READ HIT 

A read hit occurs when the CPU requests a read cycle that can be serviced locally by the 82496 
Cache Controller/82491 Cache SRAM using data present in the 82496 Cache Controller/82491 
Cache SRAM. The MESI state of the cached line ([M], [E) or [S)) remains unchanged by this 
operation. 

3.5.1.2. READ MISS 

A read miss occurs when the CPU generates a read cycle that cannot be serviced locally 
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because the needed data is missing from the cache. The tag lookup either cannot produce a 
match or else produces a match to an [I] line. Here, the 82496 Cache Controller/82491 Cache 
SRAM generates a main memory access to fetch the data needed, sometimes along with 
enough surrounding data to fill the cache line. When a linefill is executed, the new data is 
written into the 82496 Cache Controller/82491 Cache SRAM, overwriting an invalid line, or 
replacing the least recently used line if both ways have valid lines. If it has been modified, the 
least recently used line is also copied into main memory. 

Following a linefill into the 82496 Cache Controller/82491 Cache SRAM, the new tag state is 
determined as fo1l9ws: 

• [S] if the line is Read-Only. 

• [S] if the CPU write through attribute is active (PWT High). 

• [S] if the memory shared attribute is active (MWB/WT# Low). 

• [S] if the line is present in another cache. 

• [E] if the line is not present in another cache. 

• [M] if modified data comes directly from another cache, without main memory update. 

3.5.1.3. WRITE HIT 

A write hit occurs when the CPU generates a write cycle while the needed data is already 
present in the local cache. Here, the cache line is updated and may undergo a MESI state 
change. 

If the line is in the [E] state prior to the write, it changes to the [M] state. If the line is in the 
[M] state prior to the write, it maintains that state. 

If the line is in the [S] state prior to the write, the cache controller writes the data to memory in 
addition to updating the cache. The write to main memory also invalidates any copy of the data 
that might reside in another cache. If the line is Read-Only, the cycle will go to the memory 
bus without updating the 82491 Cache SRAM array and the tag will remain unchanged. 

The cache line state changes with activity on the PWT and MWB/WT# pins. If neither of these 
pins is asserted, the line written to transitions to the [E] state. If either pin is asserted, the line 
must remain write-through, and the state remains [S]. 

3.5.1.4. WRITE MISS 

A write miss occurs when the CPU generates a write cycle and the data is not present in the 
local cache. In a simple write miss, the cache operates along with the CPU in writing data to 
main memory, but it does not cache the data. No cache lines are affected, and no state changes 
take place. 

3.5.1.5. WRITE MISS WITH ALLOCATION 

In this special case, the CPU writes to a memory location that is not in the cache at the time of 
the write, but is later brought into cache and updated. As in a normal write miss, the cache 
operates along with the CPU in writing data to main memory assists the CPU in writing the 
data to main memory. When this write completes, the 82496 Cache Controller performs an 
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allocation (linefill). 

The allocation can be performed pending the following circumstances: 

• The write is cacheable (active MKEN#) 

• PCD and PWT are not asserted 

• The write is not LOCKed 

• The write is to memory, not to I/O 

• The write is a miss, not a hit 

3.5.2. MESI State Changes Resulting From Memory Bus Masters 

MESI state transitions within the 82496 Cache Controller/82491 Cache SRAM may result 
from the activities of other processing units within the shared memory system. 

The device in control of the bus at any time is called the bus master. When the 82496 Cache 
Controller/82491 Cache SRAM is not in control of the bus during snoop operations, it is 
referred to as the "slave". 

3.5.2.1. SNOOPING 

In snoop operations, the bus master requests the slaves to examine their cache lines for the data 
that the bus master is requesting from main memory. A "snoop hit" occurs when one of the 
slaves contains this memory information, whether it be modified or not. 

There are three primary purposes of snooping: 

1. Requesting modified data from other caches. 

2. Invalidating data in other caches in the case of write cycles. 

3. Sharing data between caches. 

How the slave enacts MESI state changes following a snoop hit depends on the SNPINV and 
SNPNCA input attributes driven by the bus master. 

The SNPINV input directs a slave to invalidate a snooped line since the bus master contains 
the most recent version of the data. The snooped line is placed in the [I] state.A back­
invalidation procedure is initiated to instruct the slave CPU to invalidate any copy of the data 
that it might also contain. For example, if a bus master performs a write cycle to memory, the 
slave memory bus controller must snoop and assert SNPINV since its copy will no longer be 
consistent with memory. 

When asserted, the SNPNCA input indicates to a slave that the requesting master is performing 
a non-cacheable read. A snoop hit to an [M] or [E] line can be placed in the [E] state because 
the bus master will not cache the line. If SNPNCA is not asserted, the bus master will cache the 
line. The cache line must be placed in the [S] state to ensure that a future write hit invalidates 
the line in other caches. Regardless of SNPNCA, an [S] line remains in the [S] state following 
a snoop hit. In addition, when SNPINV is asserted, it always overrides SNPNCA. 
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3.5.2.2. CACHE SYNCHRONIZATION 

Cache synchronization is performed to make main memory consistent with the 82496 Cache 
Controller/82491 Cache SRAM. FLUSH and SYNC are used to maintain cache 
synchronization. 

A cache flush is initiated by asserting the FLUSH# pin. Once this operation is initiated, the 
82496 Cache Controller/82491 Cache SRAM writes all [M] lines out to main memory and 
performs processor inquires and back-invalidation cycles. Subsequently, aU Pentium processor 
cache and 82496 Cache Controller/82491 Cache SRAM entries are in the [I] state. 

Cache synchronization is initiated by asserting the SYNC# pin. Once the operation is initiated, 
the 82496 Cache Controller/82491 Cache SRAM writes all [M] lines out to main memory and 
performs processor inquires. Subsequently, all Pentium processor cache and 82496 Cache 
Controller/82491 Cache SRAM entries are in a non-modified state (E, S, or I). 

3.6. MESI STATE CHANGES FOLLOWING CYCLES WITH 
SPECIAL ATTRIBUTES 

3.6.1. Cacheability Attributes: PCD, MKEN# 

The 82496 Cache Controller/82491 Cache SRAM allows cacheability to be determined on a 
page basis as well as on a line basis. Page cache ability is implemented in the CPU by 
initialization of the page table so that it drives the PCD output appropriately. The memory bus 
controller implements line by line cacheability by asserting the MKEN# signal. 

The Page Caching Disabled attribute is driven by the processor's PCD output and corresponds 
to a cacheability bit in the page table entry of a memory location's virtual address. If the PCD 
bit is asserted when the CPU presents a memory address, the memory location will not be 
cached in the 82496 Cache Controller/82491 Cache SRAM or the CPU. 

MKEN# is a 82496 Cache Controller input which connects to the memory bus controller or to 
the bus itself. When MKEN# is inactive, it prevents a memory location from being cached in 
the 82496 Cache Controller/82491 Cache SRAM and the CPU. MKEN# affects only the 
current access. 

If the PCD output or MKEN# input render a read miss non-cacheable, the line will not be 
cached in the 82496 Cache Controller/82491 Cache SRAM or the CPU cache, leaving cache 
state information unaltered. On a write miss, a non-cache able indication from either input 
initiates a write miss without allocation. PCD has no effect on read hit cycles if the 82496 
Cache Controller/82491 Cache SRAM already has a valid copy of a given line. 

3.6.2. Write Through Protocol: PWT, MWB/WT# 
The 82496 Cache Controller/82491 Cache SRAM allows write-through protocol to be 
implemented on a page basis as well as on a line basis. Write through policy is selected for a 
particular line by either using the PWT attribute in the CPU page table or driving the 
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MWB/WT# pin LOW whenever the address corresponding to the line is referenced. Note that 
using the PWT attribute in the CPU page table causes an entire page to be write-through; a 
line in a write-through page is also write-through. The PWT attribute does not allow the 
system designer to implement line-by-line write-through protocol. Write through cache 
consistency protocol only uses S and I cache line states. 

The Page Write Through attribute is driven by the processor's PWT output and corresponds to 
a write through bit in the page table entry of a memory location's virtual address. If the PWT 
bit is asserted when the CPU presents a memory address, the memory location will not be 
cached in the exclusive or modified states in either the 82496 Cache Controller/82491 Cache 
SRAM or the Pentium processor caches. 

MWB/WT# is a 82496 Cache Controller input which connects to the memory bus controller or 
to the bus itself. When MWB/WT# is low, it also prevents lines from being cached in exclusive 
or modified states in either the 82496 Cache Controller/82491 Cache SRAM or the CPU 
caches. MWB/WT# only affects the current access. 

If the Pentium processor PWT output is active or the 82496 Cache Controller MWB/WT# 
input is low, the current line will never be placed into the exclusive or modified states. On a 
linefill, the state of the line will always be shared. Note that if the 82496 Cache 
Controller/82491 Cache SRAM already has an exclusive or modified copy of the line, PWT 
has no effect on the cycle. 

3.6.3. Read Only Accesses: MRO# 

The Memory Read Only input (MRO#) is driven by the memory bus to indicate that a memory 
location is read-only. 

When asserted during a read miss line fill, MRO# causes the current line to be placed in the 
82496 Cache Controller/82491 Cache SRAM in the [S] state. MRO# also sets a read-only bit 
in the cache tag. 

On subsequent write hits to a read-only line, data is written to main memory without updating 
the 82496 Cache Controller/82491 Cache SRAM line. The cached line remains in the [S] state 
with the read-only bit set. Subsequent read hits to read-only data will not be cacheable in the 
CPU cache. 

The 82496 Cache Controller supports caching of Read-Only code lines in the CPU cache by 
using the KEN# signal to the CPU. Read-only code (CD/C# low) is cached in the Pentium 
processor by asserting KEN# to the CPU during a line fill. The Pentium processor 
automatically invalidates cache lines in its code cache if they are written to. If KEN# is 
deasserted to the'CPU, read only data will not be cached in the Pentium processor cache. 

3.6.4. Locked Accesses: LOCK# 

The LOCK# signal is driven by the CPU to indicate that the requested cycle should lock the 
memory location for an atomic memory access. Because locked cycles are used for inter­
processor and inter-task synchronization, all locked cycles must appear on the memory bus. 

During locked write cycles, the 82496 Cache Controller/82491 Cache SRAM treats accesses as 
write-through cycles. The 82496 Cache Controller/82491 Cache SRAM sends data to the 
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memory bus, updaes memory, and invalidates other cached copies. Data that is also present in 
the 82496 Cache Controller/8249l Cache SRAM is updated, but its MESI state remains 
unchanged. 

During locked read cycles, the 82496 Cache Controller/82491 Cache SRAM follows the cache 
miss procedure: it initiates a memory read cycle. If the line resides in the 82496 Cache 
Controller/82491 Cache SRAM, the MESI state of the line remains unchanged. If the data 
resides in the 82496 Cache Controller/82491 Cache SRAM in the [M] state when the memory 
bus returns data, the 82496 Cache Controller/82491 Cache SRAM uses the data from the 
82491 Cache SRAM and ignores the data on the memory bus. 

Locked read and write cycles that miss the 82496 Cache Controller/82491 Cache SRAM cache 
are non-cacheab1e in the 82496 Cache Controller/82491 Cache SRAM cache and the CPU. 

3.6.5. Direct-To-Modified Attribute: DRCTM# 

The direct-to-modified input pin (DRCTM#) indicates to the 82496 Cache Controller/82491 
Cache SRAM that it should circumvent the [E] and [S] state designations and place a data line 
directly into the [M] state. If MWB/WT# is sampled low, DRCTM# has no effect on the final 
line state. DRCTM# can be asserted during main memory reads for special 82496 Cache 
Controller/82491 Cache SRAM data accesses including allocation, read-for-ownership, and 
cache-to-cache-transfer (without main memory update). 

3.7. STATE TRANSITIONS 

Lines cached by the 82496 Cache Controller can change states as a result of either the CPU bus 
activity (that sometimes require the 82496 Cache Controller to become a Memory Bus Master) 
or as a result of Memory Bus activity generated by other System Masters (e.g. Snooping). 

The following section details: CPU and memory bus signals that affect state changes, tag state 
changes, and cycles generated on the CPU/memory bus due to state transitions. 

3.7.1. CPU Bus Signals 

The following CPU bus signals affect 82496 Cache Controller/82491 Cache SRAM state 
transitions: 

• PWT (Page Write Through, 82496 Cache Controller PWT input pin): Indicates a CPU bus 
write-through request. If PWT is active during a linefill, the current line is put in the [S] 
state. The 82496 Cache Controller will NOT execute allocations (linefills triggered by a 
write) for write-through lines. PWT overrides a write-back indication on the WB/WT# 
pin. 

• 

• 
3-10 

PCD (Page Cacheability Disable, 82496 Cache Controller PCD input pin): Indicates that 
the accessed line is non cacheable. If PCD is asserted, it overrides a cacheable indication 
from an asserted MKEN#. 

WT (Pentium processor Write-Through indication, 82496 Cache Controller WB/WT# 
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output pin): When active, forces the Pentium processor to keep the accessed line in the 
shared state. . 

Write back mode (WB=!) is indicated by the !WT notation. In writeback mode, the 
Pentium processor is allowed to go into exclusive states [E], [M]. WT is normally active 
unless explicitly stated. 

• KEN (CPU Caching Enable, 82496 Cache Controller KEN# output pin): When active 
indicates that the requested line can be cached by the CPU first level cache. KEN is 
normally active unless explicitly stated. 

• DAT (CPU Data Control, 82496 Cache Controller D/C# input pin): When active indicates 
that the requested line is data. When inactive indicates that the requested line is code. 

3.7.2. Memory Bus Signals 

The following memory bus signals affect 82496 Cache Controller/82491 Cache SRAM state 
transitions: 

• MWT (Memory Bus Write-Through indication, 82496 Cache Controller MWB/WT# input 
pin): When active, forces the 82496 Cache Controller to keep the accessed line into the 
shared state. Write back mode (MWB=l) is indicated by the 1MWT notation. In writeback 
mode, the 82496 Cache Controller is allowed to go into exclusive states [E], [M]. 

• DRCTM (Memory Bus Direct To [M] indication, DRCTM# input pin): When active, 
forces the line state to bypas [E] and go to [M] (provided !MWT). 

• MKEN (Memory Bus Cacheability Enable, 82496 Cache Controller MKEN# input pin): 
When active, indicates that the memory bus cycle is cacheable. 

• MRO (Memory Bus Read-Only indication, 82496 Cache Controller MRO# input pin): 
When active, forces line to be READ-ONLY ([S] state). 

• MTHIT (Memory Bus Tag Hit, 82496 Cache Controller MTHIT# output pin): Activated 
by the 82496 Cache Controller during snoop cycles and indicates that the current snooped 
address hits the 82496 Cache Controller cache. 

• MHITM (Memory Bus Hit to [M] state, 82496 Cache Controller MHITM# output pin): 
Activated by the 82496 Cache Controller during snoop cycles and indicates that the 
current snooped address hits a modified line in the 82496 Cache Controller cache. 

• SNPNCA (Non Caching Access, 82496 Cache Controller SNPNCA input pin): When 
active indicates to the 82496 Cache Controller that the current bus master does not intend 
to cache the snooped line. 

• 

I 

SNPINV (Invalidation, 82496 Cache Controller SNPINV input pin): When active indicates 
to the 82496 Cache Controller that the current snoop cycle will invalidate that address. 
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3.7.3. Tag State and Cycles Resulting from State Transitions 

3.7.3.1. TAG STATE 

The following is a 82496 Cache Controller tag state change that may occur with 82496 Cache 
Controller/82491 Cache SRAM state transitions. Note that other tag state changes are not 
documented here, as they are not used in the tables that follow. 

• TRO (Tag Read Only, 82496 Cache Controller Tag bit): When set indicates that the 1 or 2 
(if 2 lines per sector) lines associated with the current tag are Read-Only lines. 

3.7.3.2. CYCLES RESULTING FROM STATE TRANSITIONS 

As a function of State Changes, the 82496 Cache Controller may execute the following cycles: 

• BINV: CPU Back Invalidation Cycle (Snoop to Pentium processor with INV active) 

• INQR: Pentium processor Inquire Cycle to search for a CPU modified line. 

• 

• 

• 

• 
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NOTE 

An inquire cycle may be executed with INV active, performing a back­
invalidation simultaneously. 

WBCK: 82496 Cache Controller Write-Back Cycle. The 82496 Cache Controller generates 
a writeback cycle when MODIFIED data cached in the 82496 Cache Controller needs to 
be copied back into main memory. A write-back cycle affects a complete 82496 Cache 
Controller line. 

WTHR: 82496 Cache Controller Write Through Cycle. This is a memory bus write cycle 
in response to a processor write. It mayor may not affect the cache SRAM (update). In a 
write-through cycle, the 82496 Cache Controller drives the Memory Bus with the same 
Address, Data and Control signals as the CPU does on the CPU Bus. Main memory will be 
updated, and other caches will invalidate their copies. 

RTHR: 82496 Cache Controller Read Through cycle. This is a special read cycle to 
support locked reads to lines that hit the 82496 Cache Controller cache. The 82496 Cache 
Controller will request a Memory Bus cycle for lock synchronization reasons. Data will 
be supplied from the memory BUS except if the current line is in the [M] state. If so, data 
will be supplied to the Pentium processor from the 82496 Cache Controller/82491 Cache 
SRAM. 

LFIL: 82496 Cache Controller Cache line fill. The 82496 Cache Controller will generate 
Memory Bus cycles to fetch a new line and deposit it into the cache. 
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• RNRM: 82496 Cache Controller Read Normal Cycle: This is a normal read cycle which 
will be executed by the 82496 Cache Controller for non-cacheable accesses. 

• SRUP: 82491 Cache SRAM SRAM update. This cycle occurs any time new information is 
placed in the 82491 Cache SRAM cache. An SRAM update is implied in the LFIL cycle. 

• ALLOC: 82496 Cache Controller allocation. This cycle is a linefill that results from a 
cacheable write miss cycle. 
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3.7.4. MESI State Tables (82496 Cache Controller State Changes) 

Table 3-2. Master 82496 Cache Controller Read Cycle 

Pres. Mem Bus CPU Bus 
State Condition: Next State Activity Activity Comments 

M !LOCK: M - !WT Normal Read Hit [M]. 

LOCK: M RTHR !KEN Read Through Cycle, Data From 
Array. 

E !LOCK: E - - Normal Read Hit [E]. 

LOCK: E RTHR !KEN Read Through Cycle, Data From 
Memory. 

S !LOCK.!TRO: S - - Normal Read Hit lSI. 

!LOCK.TRO.DAT: S !KEN Normal Read to Read-Only data 
sector. Stays in [S] state, deacti-
vates KEN# to disable caching in L 1 
data cache. 

!LOCK.TRO.!DAT: S - - Normal Read to Read-Only code 
sector. Stays in [S] state, activates 
KEN# to enable caching in L 1 code 
cache. 

LOCK: S RTHR !KEN Read Through Cycle, Data from 
Memory. 

I PCD+!MKEN+LOCK: I RNRM !KEN Non-Cacheable Read, Locked cy-
cles. 

!PCD.MKEN.!LOCK.MRO.DAT: S LFIL !KEN Cacheable data read, Read-Only. 
Fill line to 82496 Cache Controller 
cache, but not to Pentium™ 
processor cache. Set the 82496 
Cache Controller TRO bit. 

!PCD.MKEN.!LOCK.MRO.!DAT: S LFIL Cacheable code read, Read-Only. 
Fill line to 82496 Cache Controller 
and Pentium processor caches. Set 
the TRO bit in the 82496 Cache 
Controller cache. 

!PCD.MKEN.!LOCK.!MRO.(PWT + LFIL - Cacheable Reads, forced Write-
MWT):S Through. 

!PCD.MKEN. !LOCK. !MRO. !PWT. LFIL - Line not shared, thus enabling the 
!MWT. !DRCTM: E 82496 Cache Controller to move 

into an exclusive state. 

!PCD.MKEN. !LOCK. !MRO. !PWT. LFIL - As before with direct [M] state trans-
!MWT. DRCTM: M fer. Keep Pentium processor in 

Write Through mode. 
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Table 3·3. Master 82496 Cache Controller Write Cycle 

Pres. Mem Bus CPU Bus 
State Condition: Next State Activity Activity Comments 

M !LOCK: M - SRUP, Write hit. Write to cache. Allow 
!WT Pentium™ processor to perform 

internal write cycles (Enter into [E), 
[M) states). 

LOCK: M WTHR SRUP, Locked Cycle. Write-Through updat-
!WT ing cache SRAM. Most updated 

copy of the line is still owned by 
82496 Cache Controller. All Locked 
write cycles are posted. 

E !LOCK: M - SRUP, Write hit. Update SRAM. Let 
!WT Pentium processor execute internal 

write cycles. 

LOCK: E WTHR SRUP Lock forces cycle to memory bus. 
Main memory remains updated. 

S TRO:S WTHR - Read-Only. Data is not updated in 
cache. Write Through cycle to 
memory bus is performed. 

ITRO.(PWT +MWT +LOCK): S WTHR SRUP Not Read-Only. Write cycle with 
write through attribute from CPU or 
memory bus. Locked cycles. 

ITRO. IPWT. ILOCK. IMWT. IDRCTM: WTHR SRUP Not Read-Only. No write-through 
E cycle, no lock request. Allow going 

into exclusive state. 

!TRO.IPWT.!LOCK.IMWT.DRCTM: WTHR SRUP Not Read-Only. No write-through 
M cycle, no lock request allow going 

into exclusive state. DRCTM# 
forces final state to M. 

I PCD+IMKEN+PWT +LOCK: I WTHR - Write Miss Non-Cacheable, Write-
Through, locked cycle. 

IPCD.MKEN.IPWT.ILOCK.IMRO: I WTHR - Write Miss with allocation. After the 

Allocation Final State ALLOe 
write cycle, a line fill (allocation) is 

- scheduled. Normal allocation final 

MWT:S state is a function of the line fill 
attributes. If MRO# is asserted, an 

IMWT.IDRCTM: E WTHR allocation to the [S] state will occur, 

IMWT.DRCTM: M ALLOe 
TRO bit is set, and attributes are 
ignored. 

IPCD.MKEN.IPWT.ILOCK.MRO:I 

Allocation Final State: S 

NOTE: The WBIWT# pin will be Write-Back (HIGH) for reads or writes to [M) state lines and for writes to [EI 
state lines. On all other states, the Pentium processor will be forced to perform Write-Through cycles. This 
mechanism will make sure that any Pentium processor write cycle is seen at least once on the CPU bus 
(Write Once protocol). 
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Table 3-4. Snooping 82496 Cache Controller without Invalidation Request 

Pres. Memory Bus CPU Bus 
State Condition: Next State Activity Activity Comments 

M !SNPNCA: S MTHIT INOR Snoop hit to modified line. 82496 Cache 

SNPNCA: E MHITM 
Controller indicates tag hit and modified 
hit. 82496 Cache Controller schedules a 

WBCK write back of the modified line to 
memory. If non-cacheable access, stay 
in lEI sate. 

E !SNPNCA: S MTHIT - If snooping by a cacheable access, indi-

SNPNCA: E 
cate MTHIT and go to shared state. If a 
non cacheable access, only indicate 
MTHIT, stay exclusive. 

S S MTHIT -

I I - -

Table 3-5. Snooping 82496 Cache Controller with Invalidation Request 

Pres. Memory Bus CPU Bus 
State Next State Activity Activity Comments 

M I MTHIT INOR, Snoop hit to modified line. 82496 Cache 
BINV Controller indicates tag hit and modified 

MHITM hit. 82496 Cache Controller schedules a 

WBCK write back of the modified line to 
memory. Invalidate CPU. 

E I MTHIT BINV Indicate tag hit, invalidate 82496 Cache 
Controller, CPU lines. 

S I MTHIT BINV Same as before 

I I - -

Table 3-6. SYNC Cycles 

Pres. Memory Bus CPU Bus 
State Next State Activity Activity Comments 

M E WBCK INOR Get modified data from Pentium™ 
processor flush to memory. 

E E - - Memory already synchronized 

S S - - Memory already synchronized 

I I - -
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Table 3-7. FLUSH Cycles 

Pres. Mem Bus CPU Bus 
State Next State Activity Activity Comments 

M I WBCK INQR, Flush and invalidate Pentium™ 
BINV processor 

E I - BINV Invalidate Pentium processor 

S I - BINV Invalidate Pentium processor 

I I - -

3.8. PRIMARY TO SECONDARY CACHE COHERENCY 

3.8.1. Inclusion 
The Pentium processor primary caches always maintain the property of inclusion with respect 
to the 82496 Cache Controller/82491 Cache SRAM (secondary cache). See Figure 3-2. This 
means that the Pentium processor caches are guaranteed to be a subset of the 82496 Cache 
Controller/82491 Cache SRAM. Inclusion is the property which explains why the Pentium 
processor and 82496 Cache Controller/82491 Cache SRAM line states are updated as 
described in this chapter. 

The C5C cache controller utilizes three mechanisms to maintain the inclusion property of the 
Pentium processor cache: inquires, back invalidations, and the write once policy. The next two 
sections describe these mechanisms in more detail. 

CD822 

Figure 3-2. Pentium™ Processor CPU-Cache Chip Set Cache Inclusion 
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3.8.2. Inquire and Back-Invalidation Cycles 

Inquire and Back-Invalidation cycles are snoop cycles from the 82496 Cache Controller/82491 
Cache SRAM to the Pentium processor. 

• Back-Invalidation Cycle: The 82496 Cache Controller/82491 Cache SRAM invalidates a 
line in the Pentium processor if the address snooped hits the Pentium processor internal 
cache. If the snooped line in the Pentium processor cache is in the Modified state, it is 
written back and then invalidated 

• Inquire Cycle: The 82496 Cache Controller/82491 Cache SRAM determines if a line is 
modified in the Pentium processor cache. If the line has been modified, the Pentium 
processor cache issues a writeback cycle to the 82496 Cache Controller/82491 Cache 
SRAM. 

Snoop cycles are generated from the 82496 Cache Controller to the Pentium processor in the 
following cases: 

• Snoop hit to a Modified line in the 82496 Cache Controller. 

• 82496 Cache Controller/82491 Cache SRAM cache flush when a Modified line is hit 
(flush is initiated by the 82496 Cache Controller FLUSH# input). 

• 82496 Cache Controller/82491 Cache SRAM cache sync operation when a Modified Line 
is hit (sync is initiated by the 82496 Cache Controller SYNC# input). 

• Replacement of a modified line in the L2 cache. 

During snoop cycles, the 82496 Cache Controller uses the AHOLD signal to float the GPU's 
address lines and to enable the 82496 Cache Controller to drive the snooping address. It then 
drives EADS# to indicate that the address is valid and should be strobed for the snoop. The 
Pentium processor will respond to the snoop with the HIT# and HITM# signals. HIT# active 
indicates that the line is a hit in the Pentium processor cache, and HITM# active indicates a hit 
to a modified line in the CPU cache. HIT# is not used by the 82496 Cache Controller, but can 
be accessed by the MBC if desired. 

During back-invalidation cycles, the 82496 Cache Controller drives an additional line to the 
CPU, INV, which indicates that the snooped line should be invalidated at the end of the cycle .. 
If INV is not asserted during Pentium processor snoop cycles (inquires), a snoop hit to the 
Pentium processor will leave the line in the [S] state in the Pentium processor cache. The 
82496 Cache Controller drives INV active to the CPU during flush cycles, replacement write 
back cycles, and snoop cycles with invalidation (SNPINV active). 

For snoop cycles which hit a modified line in the CPU cache, the Pentium processor will 
automatically schedule a write-back of the modified line to the 82496 Cache Controller/82491 
Cache SRAM. The 82491 Cache SRAM will automatically merge the modified CPU data with 
the data in its write-back buffer or snoop buffer before completing the write-back on the 
memory bus. 

The BOFF# signal is used to allow the aborting of CPU cycles during deadlock situations. 
Deadlocks may develop if the 82496 Cache Controller needs the CPU bus to perform an 
inquire write back cycle, and the CPU needs the bus to complete a transaction. In those cases 
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the 82496 Cache Controller will abort the CPU cycle by asserting BOFF# and will complete 
the snoop or replacement first. 

When FLUSH# is asserted to the 82496 Cache Controller, the 82496 Cache Controller back­
invalidates the CPU cache. If, during back-invalidation of the CPU cache, a modified line is 
hit, the Pentium processor issues a writeback cycle. When SYNC# is asserted to the 82496 
Cache Controller, the 82496 Cache Controller inquires the Pentium processor cache on every 
82496 Cache Controller cache hit to a modified line. Both flush and sync cycles can cause the 
write back of a modified line from the Pentium processor cache and the 82496 Cache 
Controller/82491 Cache SRAM. 

3.8.3. Write Once Policy 
The 82496 Cache Controller uses the WB/WT# signal to force the Pentium processor into a 
write-once mode. This signal is used to ensure that the 82496 Cache Controller will always be 
aware of Pentium processor potentially modified lines. The 82496 Cache Controller will only 
allow the Pentium processor to go into exclusive states if tht; 82496 Cache Controller itself is 
making a transition from Exclusive to Modified states or is already in M (e.g. from a previous 
cycle with DRCTM# asserted). This insures that for any Pentium processor exclusive line, the 
82496 Cache Controller will be in a modified state. Whenever the 82496 Cache Controller is 
required to write-back a modified line to memory, it will first check the Pentium processor by 
executing an inquire cycle. 

Read only lines are treated as valid and invalid only. Neither the 82496 Cache Controller nor 
the Pentium processor will cache read only lines in an exclusive or modified state. Therefore, a 
82496 Cache Controller/82491 Cache SRAM line in an M or E state cannot have it's read only 
bit set. 

3.8.4. MESI State Tables (Pentium Processor CPU-Cache Chip 
Set State Changes) 

Table 3-1 shows the basic MESI state transitions which apply to both the Pentium processor 
and the 82496 Cache Controller/82491 Cache SRAM. The following tables (3-8, 3-9, 3-10) 
show the state changes of the Pentium processor and 82496 Cache Controller/82491 Cache 
SRAM during Read, Write, and Snoop cycles (respectively). The tables show the current and 
final cache line states of both the Pentium processor and 82496 Cache Controller/82491 Cache 
SRAM. They show the values of specific signals between the CPU and secondary cache which 
can affect the line state. CPU and Memory bus activities are also shown. 

A signal marked as a don't care ('x') in the following tables indicates that the value of the signal 
is not used in determining the cache line state. The column labeled 'READ ONLY in 82496 
Cache Controller/82491 Cache SRAM' represents either a valid line in the [S] state with the 
read only bit set or a memory bus access with MRO# returned active by the MBC. 

The purpose of this section is to highlight Pentium processor state changes; therefore, all 
possible 82496' Cache Controller state changes are not covered. For a detailed description of 
82496 Cache Controller/82491 Cache SRAM line state changes, refer to Tables 3-2 to 3-7. 
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Table 3-8. MESI State Changes for READ Cycles: CPU to 82496 Cache Controller! 
82491 Cache SRAM Caches 

To To 
Cache CPU 

c---
P D C W K 
W I A B E 
T C C Initial I N Final 

Initial # H Final CPU State Read W # State Memory 
Cycle State E State Bus of Only: T of Bus 
Type of CPU # of CPU Activity Cache Cache # Cache Activity 

Locked 'X' x x 1 I Read 'X' x x x Same Read 

Not M,E,S x x x Same None M NO x x M None 

Locked I x x 1 I Read M NO x x M None 

N 
0 

t 
e 
s 

1 

5 

5 

I 1 x 0 S LFIL M NO 1 0 M None 3,5 

I 0 1 0 E LFIL M NO 1 0 M None 3 

I 0 0 0 S LFIL M NO 1 0 M None 3,4,5 

S x x x S None E 

I x x 1 I Read E 

I x x 0 S LFIL E 

S x x x S None S 

I x x 1 I Read S 

I x 1 0 I Read S 

I x 1 0 S LFIL S 

I x 0 0 S LFIL S 

I 1 x 1 I Read I 

I 0 x 1 I Read I 

I 1 x 0 S LFIL I 

I 0 x 0 S LFIL I 

I x 0 0 S LFIL I 

I x 1 0 I Read I 

NOTES: 

CPU refers to Pentium™ processor. 

Cache refers to 82496 Cache Controller/82491 Cache SRAM. 

LFIL = Line Fill 

NO x 
NO x 
NO 0 

x x 
x x 

YES x 
NO 0 

x 0 

x x 
x x 

NO 0 

NO 0 

YES 0 

YES x 

Refer to Table 3-2 for 82496 Cache Controller state transition decisions. 
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x E None 

x E None 

0 E None 3 

x S None 

x S None 

1 S None 2 

0 S None 3 

0 S None 3 

x S LFIL 

x M,E,S LFIL 

0 S LFIL 

0 M,E,S LFIL 

0 S LFIL 6 

1 S LFIL 6 
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COMPONENT OPERATION 

1. A locked hit to a line in the Pentium processor cache will cause that line to transition to [I) independent 
of its original state. If the line was [M). it will be written back. 

2. The 82496 Cache Controller does not return KEN# for data hits to Read-Only lines. 

3. The 82496 Cache Controller only returns WB!WT# high on unlocked hits to [M) for which it also returns 
KEN# active. 

4. The Pentium processor instruction cache never contains [M) state lines and does not distinguish 
between [5) and [E). Refer to the Pentium Processor Data Book for more details. 

5. WBIWT# is not used for the state transition decision. 

6. MKEN# and MRO# sampled active. 

Table 3-9. MESI State Changes for WRITE Cycles: CPU to 82496 Cache Controller! 
82491 Cache SRAM Caches 

To 
Cache 

P D C 
W I A 
T C C Initial 

Initial # H Final CPU State 
Cycle State E State Bus of 
Type of CPU # of CPU Activity Cache 

Locked I x x 1 I WT 'X' 

Not M x x x M None M 

Locked E x x x M None M 

S 0 x x E WT M 

S 1 x x S WT M 

I x x x I WT M 

S 0 x x E WT E 

S 1 x x S WT E 

I x x x I WT E 

S 1 x x S WT S 

S 0 x x S WT S 

I 1 x x I WT S 

I 0 x x I WT S 

I 1 x x I WT I 

I 0 x x I WT I 

NOTES: 

CPU refers to Pentium™ processor. 

Cache refers to 82496 Cache Controller/82491 Cache SRAM. 

WT = Write-Through 

To 
CPU 

r---
W K 
B E 
I N 

Read W # 
Only: T 
Cache # 

x x x 
x x x 
x x x 
x 1 x 
x 1 x 
x x x 
x 1 x 

x 1 x 

x x x 
x 0 x 
x 0 x 
x x x 
x x x 
x x x 
x x x 

Refer to Table 3-3 for 82496 Cache Controller state transition decisions. 

I 

N 
Final 0 

State Memory t 
of Bus e 

Cache Activity s 

Same WT 1 

M None 

M None 

M None 2 

M None 2 

M None 3 

M None 

M None 

M None 3 

S WT 

M,E,S WT 4 

S WT 3 

M,E,S WT 3,4 

I WT 

M,E,S,I WT 
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COMPONENT OPERATION 

1. The locked write cycle always begins and ends with the Pentium processor cache line in state [I]. See 
Note 1 in the previous table. 

2. The 82496 Cache Controller only returns WBIWT# high on unlocked write hits to [M] and [E]. 

3. The Pentium processor will not perform allocations on write cycles. 

4. The Pentium processor cache state will not change. The 82496 Cache Controller cache line state will 
go to [E] if MWBIWT#=1 and DRCTM#=1. The 82496 Cache Controller cache line state will go to [M] if 
MWBIWT#=1 and DRCTM#=O. The 82496 Cache Controller cache line state will remain in [S] if 
MWBIWT#=O. 

Table 3-10. MESI State Changes for SNOOP Cycles: 82496 Cache Controller/82491 Cache 
SRAM to CPU Caches 

To From Mem 
CPU Bus 

I S S 
N N N N 
V P P 0 

Initial Final Initial N I Final Memor t 
State of State of CPU Bus State of C N State of yBus e 

CPU CPU Activity Cache A V Cache Activity s 

M 0 S INOR,WB M 0 0 S SWB 

M 1 I INOR,BINV,WB M x 1 I SWB 

M 0 S INOR,WB M 1 0 E SWB 

E 0 S INOR M 0 0 S SWB 

E 1 I INOR,BINV M x 1 I SWB 

E 0 S INOR M 1 0 E SWB 

5 0 5 INOR M 0 0 5 SWB 

S 1 I INOR,BINV M x 1 I SWB 

S 0 S INOR M 1 0 E SWB 

I 1 I INOR,BINV M x 1 I SWB 

I 0 I INOR M 0 0 S SWB 

I 0 I INOR M 1 0 E SWB 

5 0 S None E 0 0 S None 

S 1 . I BINV E x 1 I None 

S 0 S None E 1 0 E None 

I 1 I BINV E x 1 I None 

I 0 I None E 0 0 S None 

I 0 I None E 1 0 E None 

S 0 5 None S x 0 S None 

S 1 I BINV S x 1 I None 

I 1 I BINV S x 1 I None 

I 0 I None S x 0 S None 

I x I None I x x I None 
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NOTE: 
CPU refers to Pentium™ processor. 
Cache refers to 82496 Cache Controller/82491 Cache SRAM. 
SWB = Snoop Write Back 
INQR = Inquire (82496 Cache Controller snoops the Pentium processor) 
BINV = Back Invalidate 

COMPONENT OPERATION 

Refer to Table 3-4 and Table 3-5 for 82496 Cache Controller state transition decisions. 
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CHAPTER 4 
CACHE INITIALIZATION AND CONFIGURATION 

This section describes the physical and mode configurations available when using the 82496 
Cache Controller and 82491 Cache SRAM. Physical configuration determines the organization 
of the 512-Kbyte or 256-Kbyte cache. Mode configuration determines how the cache core 
operates and communicates with the memory bus. 

The 82496 Cache Controller supports a wide variety of physical configurations and a variety 
of mode configurations. Physical and mode configuration decisions are based on arriving at a 
desired balance between performance and memory bus controller design complexity and cost. 

Figure 4-1 summarizes the basic configurations available when using the 82496 Cache 
Controller/82491 Cache SRAM with the Pentium processor. 

I 

MEMORY BUS = 64 BITS MEMORY BUS = 128 BITS 

256 KBYTE 
CACHE 

SIZE 

512 KBYTE 
CACHE 

SIZE 

4 TRANS. 

LR= 1 
TAGS=8K 

LIS = 1 

LR=1 
TAGS = 8K 

LIS = 2 

#1 

#3 

8 TRANS. 

LR=2 
TAGS=4K 

LIS = 1 

LR=2 
TAGS=8K 

LIS = 1 

#1 • #5 = CACHE CONFIGURATION NUMBERS 

#2 

#4 

4 TRANS. 

LR=2 
TAGS =8K 

LIS = 1 

4/8 TRANS. = NUMBER OF BURST CYCLES FOR LlNEFILLlWRITE BACK 
LR = 82496/PENTIUM ™ PROCESSOR LINE RATIO 
LIS = 82496 LINES PER SECTOR 
NUMBER OF 82491 DEVICES 

III = NOT SUPPORTED 

8 TRANS. 

LR =4 
TAGS=4K 

LIS = 1 

CDB9 

Figure 4-1. 82491 Cache Controller/82491 Cache SRAM Configurations with the 
Pentium™ Processor 
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CACHE INITIALIZATION AND CONFIGURATION 

4.1. CONFIGURATION SIGNAL SAMPLING DURING RESET 

~!ILJ"L 
ClK 1 

RESET 

CONFIGURATION 
INPUT SIGNALS 

i~ 
__ -,-I ____ -----. __ ----,�,--__ 

_____ Ir---~VA=ll~D----~----~XI~---
: < SETUP> I < HOLD> ' 

(in ns) (in ns) 

~ r<,--\ r---\ 1 r---\ 
ClK ~ '--1 '----1 't--1 L-

: . ~'-----RESET 

CONFIGURATION 
INPUT SIGNALS 

---r------~~~--------~~~~---
VALID I 1\ 

__ I:;<=====~'_~ =====~>-L~----'~!\'--__ 
SETUP HOLD 
(In elks) (in elks) 

CDB11 

Figure 4·2. Configuration Input Sampling 

82496 Cache Controller/82491 Cache SRAM core configuration inputs are sampled with 
respect to the falling edge of RESET (refer to Figure 4-2), The configuration inputs must meet 
the following timing requirements with respect to RESET: 

1. The configuration inputs must meet setup and hold times with respect to each clock edge 
during reset (in ns,). The configuration input value sampled on the rising edge of CLK 
prior to RESET going inactive is used for configuration purposes. 

2, The configuration inputs must meet setup and hold times with respect to the falling edge 
of RESET (in CLKs), 

3, Configuration signals must be valid for 10 CLKs before the falling edge of RESET, 

Signals that are used to configure the cache core may share pins with other signals, 
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BUSCHK# 1 " / , 
PENTIUM ™ 

CFG[2:0], PROCESSOR 
CLDRV, FLUSH#, 
HIGHZ#, MALDRV, 

BRDYC# /1 " SLFTST#, SNPMD, 
MEMORY WWOR# 

/10 '" 
82496 / , 

BUS / , CACHE 
LR[l:0], CONTROLLER CONTROLLER 
SEC2# /3 " / , 

82491 
MDLDRV, MSTBM, CACHE 
MTR4/8#, MX4,8#, SRAMS 
PAR 5 " , 

COB51 

Figure 4-3. CPU-Cache Chip Set Configuration Inputs 

Figure 4-3 shows all required configuration signals for each component in the CPU-Cache 
Chip Set as well as the device that provides each configuration signal. 

4.1.1. Initialization Required for Chip Set Mode 

The following reset sequence must be followed to configure the I/O buffers of the Pentium 
processor for use with the 82496 Cache Controller/82491 Cache SRAM: 

1. BUSCHK# must be driven to the Pentium processor by the MBC for at least 4 clocks prior 
to the falling edge of RESET. BUSCHK# configures part of the Pentium processor 
address and control bus for one of two buffer sizes. 

2. BRDYC# is driven low to the Pentium processor by the 82496 Cache Controller during 
reset to complete CPU-Cache Chip Set configuration requirements. 

The 82496 Cache Controller to 82491 Cache SRAM control signals can also be configured for 
one of two buffers. The buffer selection is made by using the CLDRV configuration input. 
CLDRV must be driven by the MBC to the desired value for at least 10 CPU clocks prior to 
the falling edge of RESET. 

Table 4-1 describes Intel's recommendation on how to drive BUSCHK# and CLDRV to 
configure the Pentium processor and 82496 Cache Controller output buffers for different cache 
configurations. System designers may use either buffer selection provided all flight time and 
signal quality specifications are met. 
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Table 4-1. Pentium™ Processor Chip Set Initialization Recommendations 

Cache BUSCHK# CLDRV 
Cache Size Configurations @RESET @RESET 

256K 1,2 HIGH HIGH 

512K 3,4,5 LOW LOW 

To simplify the configuration process, the Pentium processor BUSCHK# input path should be 
designed such that a 0 ohm resistor connects the BUSCHK# pin to the inverse of RESET. The 
resistor allows the system designer to change the polarity of BUSCHK# with minimal impact 
to the system design. If the resistor is removed, this input is high due to the internal pullup 
resistor. If the resistor is in the circuit, the input is low (inverse of the active RESET). Note 
that the BUSCHK# input must meet all timings with respect to RESET as indicated in Figure 
4-2 and in the text above. 

The 82496 Cache Controller CLDRV signal shares a pin with the 82496 Cache Controller 
BGT# signal. During reset, the CLDRV pin should be driven low or high as shown in Table 4-
7. During normal operation, this pin acts as the BGT# signal, and should be driven 
accordingly. 

4.2. PHYSICAL CACHE 
The 82496 Cache Controller/82491 Cache SRAM's physical configurations consist of basic 
architectural parameters determining line ratio, cache tagRAM size, lines per sector and bus 
width. These parameters are sampled in the CLK prior to RESET sampled inactive and cannot 
be dynamically changed. Table 4-2 shows the appropriate values of the configuration inputs, 
CFG[2:0], for each possible cache configuration. 

Table 4-2. 82496 Cache Controller/82491 Cache SRAM Configuration Inputs 

Config No. Cache Size Line Ratio Lines/sec No. of Tags CFG2 CFG1 CFGO 

1 256KB 1 1 8K 0 0 1 

2 256KB 2 1 4K 1 1 1 

3 512KB 1 2 8K 0 0 0 

·4 512KB 2 1 8K 0 1 1 

5 512KB 4 1 4K 1 1 0 

4.2.1. Memory Bus Width 

The CPU-Cache Chip Set core supports 64- and 128-bit memory bus widths. Note that the 
system designer can choose to implement a 32 bit memory bus (this is NOT a configuration 
option). 
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4.2.2. Line Ratio 

Line Ratio (LR) is the ratio between the 82496 Cache Controller/82491 Cache SRAM line size 
and that of the Pentium processor. If LR=2, for example, the 82496 Cache Controller/82491 
Cache SRAM second-level cache line size is 64 bytes. Along with the bus width, the LR 
determines the number of transfers needed to fill a 82496 Cache Controller/82491 Cache 
SRAM cache line. Only one line is filled on each line fill cycle, regardless of sectoring. The 
LR is used to determine the number of inquires and back invalidations to the CPU. 

4.2.3. TagRAM Size 

The 82496 Cache Controller/82491 Cache SRAM tagRAM size can be configured with 4K or 
8K tag entries. By reducing tagRAM size, the LR can be doubled without a change in cache 
size. TagRAM size is actually determined when selecting cache line size and bus width. 

4.2.4. TagRAM Structure 

Because there are many more lines in main memory than line locations in the cache, the 82496 
Cache Controller uses address mapping. Given a physical address in main memory, mapping 
finds the cache location that contains the corresponding data. The 82496 Cache Controller 
uses a two-way set associative tagRAM address mapping mechanism (see Figure 4-4). 
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ADDRESS 

TAG I SET I DW BYTE I 

L TAG TAG DATA DATA 

~ ~ ~ r-
-

· . · . · . · . · . · . · . · . · . 

WW WAY 0 ,~ ,If WAY 1 WAYO~ ~WAY1 
CACHE CACHE 

DIRECTORY = DIRECTORY = 'L ~~'~~L_~~ '~---i~X--~' 
7' \( "'" DATA OUT 

HIT/MISS 
CDB53 

Figure 4-4. Two-Way Set Associative Tag RAM Structure 

The 82496 Cache Controller tagRAM memory can be configured in either 2K or 4K sets. A set 
is selected by direct mapping of 11 or 12 bits of the physical address, called the set-address bits 
(SET[10:0]). Each set contains two ways. Tags are composed of the additional physical 
address bits needed to identify the line(s) in the sector. 

Figure 4-4 shows how the tag bits are stored in the tag array of the 82496 Cache Controller. 
The sectors corresponding to the tag bits are stored in the 82491 Cache SRAMs. Each sector 
has a tag. For 4K sets, there are 8K tags with 15 bits per tag. For 2K sets, there are 4K tags 
with 14 bits per tag. 

A read only bit and two state bits are stored with each tag in the tag array of the 82496 Cache 
Controller. The read-only bit provides compatibility with certain shadow ROM techniques. 
The two state bits identify which lines contain valid data, help to implement deferred memory 
updating, and maintain consistency among multiple caches. 

The explanation above assumes one line per sector. For configurations which use two lines per 
sector, the most significant DW bit is used to select which line in the sector is being accessed. 

4.2.5. Lines per Sector (LIS) 

The 82496 Cache Controller/82491 Cache SRAM can be configured as non-sectored (L/S=I) 
or with two lines per sector (L/S=2). If L/S=2, the 82496 Cache Controller contains one tag 
and Read-Only bit for each pair of consecutive cache lines. Each line has its own set of MESI 
state bits. This configuration enables a single line to be filled during line fills or written back 
during snoop hits. Both lines are invalidated and written back during replacements if both lines 
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are modified. 

4.2.6. Cache Size 

The 82496 Cache Controller/82491 Cache SRAM may be configured as 256K or 512K bytes 
in size. Cache size is directly proportional to the number of 82491 Cache SRAM devices used. 
Eight components comprise a 256K cache, while 16 can be combined to construct a 512K 
cache. Two 82491 Cache SRAM devices can be added to each cache size and configured to be 
data parity devices. 

4.2.7. Configurable Address Connections 

Table 4-3 lists which address lines should be connected to each of the CFA[6:0] lines for each 
cache configuration. CFA[6:0] provide the 82496 Cache Controller with proper multiplexed 
addresses for each of the possible cache configurations. They may be used as set addresses (S), 
tag addresses (T), line in sector address (L), 82496 Cache Controller subline address (CL), or 
CPU subline address (CS), and are passed along to the memory bus. 

Table 4-3. Pentium™ Processor CFA Address Connections 

Config TAG SET 
Number CFA6 CFA5 CFA4 CFA3 CFA2 CFA[1:0] [11 :0] [10:0] 

1 A5(S) VSS A31(T) A30(T) A29(T) A[4:3](CS) A[28:17] A[16:6] 

2 A5(CL) VSS A31(T) A30(T) A29(T) A[4:3](CS) A[28:17] A[16:6] 

3 A6(S) A5(L) VSS A31 (T) A30(T) A[4:3](CS) A[29:18] A[17:7] 

4 A6(S) A5(CL) VSS A31 (T) A30(T) A[4:3](CS) A[29:18] A[17:7] 

5 A6(CL) A5(CL) VSS A31 (T) A30(T) A[4:3](CS) A[29:18] A[17:7] 

The memory address bus signals, MCFA[6:0], correspond directly to the sequence in which 
the CPU address bus signals, CFA[6:0], are connected. In the cases where the CPU address 
signals are connected directly to VSS, the memory address signals must be left as no-connects 
(NC). Therefore, in configurations 1 and 2, MCFA5 is an NC and in configurations 3,4, and 5, 
MCFA4 is an NC. 

The 82496 Cache Controller memory address bus is controlled by four inputs: MALE and 
MBALE address latch enables, and MAOE# and MBAOE# address output enables. MALE and 
MAOE# control the 82496 Cache Controller line address signals (S,T,L), and MBALE and 
MBAOE# control the subline address signal (CL,~S). Table 4-4 describes which memory bus 
address signals are controlled by each of the above address control signals. Figure 4-5 shows 
the line and subline address latches. 
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Table 4-4. Memory Bus Address Control 

Config Cache (Line Address) (Subline Address) (NC) 

# Size (S,T,L) (CL,CS) Unused 

MALE and MAOE# MBALE and MBAOE# pins 

1 256KB MCFA4·MCFA2, MTAG11-MTAGO, MSET10- MCFA1, MCFAO MCFA5 
MSETO, MCFA6 

2 256KB MCFA4-MCFA2, MTAG11-MTAGO, MSET10- MCFA6, MCFA1, MCFAO MCFA5 
MSETO 

3 512KB MCFA3, MCFA2, MTAG11-MTAGO, MSET10- MCFA1, MCFAO MCFA4 
MSETO, MCFA6, MCFA5 

4 512KB MCFA3, MCFA2, MTAG11-MTAGO, MSET10- MCFA5,MCFA1,MCFAO MCFA4 
MSETO, MCFA6 

5 512KB MCFA3, MCFA2, MTAG11-MTAGO, MSET10- MCFA6, MCFA5, MCFA4 
MSETO MCFA1, MCFAO 

TAG SET LINE SUBLINE 

In''''''~ l~~["+ 1~ 1~[ 

~"--I I 
SUBLINE ~ MBALE 

LINE ADDRESS LATCH ADDRESS 
LATCH 
~ MAOE# ~ MBAOE# 

1"~" 1"'" 1-°"' l~'l 
MCFA,MTAG MCFA,MSET MCFA MCFA MCFA 

NOTE: ADDRESS SIGNAL CONNECTIONS ARE CONFIGURATION DEPENDENT 

CDB13 

Figure 4-5. Address Latching 

4.2.8. 82491 Cache SRAM Bus Configuration 
The 82491 Cache SRAM needs to be configured to drive either 4 or 8 MDATA lines. The 
82491 Cache SRAM configuration also determines whether the cache SRAM performs 4 or 8 
memory transfers per linefill. The 82491 Cache SRAM is configured through the MX4/MX8# 
and the MTR4/MTR8# configuration inputs. For a given line ratio (memory bus line size / 
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CPU line size), these configuration inputs should be sampled as shown in Table 4-5. 

Table 4-5. MX/MTR Configurations 

Confi Cache Line MX41 MTR41 Memory Mem/CPU # Memory 
g# Size Ratio MX8# MTR8# Bus Width Bus I/O Pins Bus 

@RESET @RESET Transactions 

1 256KB 1 0 1 64 8/8 4 

2 256KB 2 0 0 64 8/8 8 

3 512KB 1 1 1 64 4/4 4 

4 512KB 2 1 0 64 4/4 8 

4 512KB 2 0 1 128 8/4 4 

5 512KB 4 0 0 128 8/4 8 

NOTE: When only 4 CPU or Memory Data bus pins are needed, the lower order 4 pins are used (i.e. 
CDATA[3:0] or MDATA[3:0]). 

4.2.9. 82491 Cache SRAM Parity Configuration 

# Cache 
SRAM 

Devices 

8 

8 

16 

16 

16 

16 

A 82491 Cache SRAM may be designated as a parity device by driving the MBE# [P AR#] pin 
low during reset. In parity configuration, CDATA[3:0] are used to store 4 parity bits, and 
CDATA[7:4] are used as 4 bit enables. The four bit enables allow the writing of individual 
parity bits. 

Every mode and configuration of a non-parity 82491 Cache SRAM may be used and selected 
on the parity 82491 Cache SRAM device. The 82491 Cache SRAM parity configurations are 
as shown in Table 4-6. 

Table 4-6. Parity Configurations 

Configuration Memory Bus # of Parity 82491 Cache 
Number Cache Size Width Devices SRAM 1/0 bits 

(Mem/CPU) 

1,2 256K 64 2 4/4 

3,4 512K 64 2 4/4 

4,5 512K 128 2 8/4 

4.2.10. CPU to 82491 Cache SRAM Address Configurations 
The 82491 Cache SRAM Address inputs (A) are connected to the CPU address lines (CA) 
according to the cache size (see Table 4-7). 
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Table 4-7. 82491 Cache SRAM Address Connections 

Config Cache 82491 Cache SRAM Address Pins 

# Size A15 A14 A13 A12 All Al0 A9 AS A7 A6 A5 A4 A3 A2 Al AO 

1,2 256K CA CA CA CA CA CA CA CA CA CA CA CA CA CA Vss Vs 
16 15 14 13 12 11 10 9 8 7 6 5 4 3 s 

3,4,5 512K CA CA CA CA CA CA CA CA CA CA CA CA CA CA CA Vs 
17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 s 

4.2.11. Bus Driver Buffer Selection 
The 82496 Cache Controller memory bus address signals, MCFA[6:0], MSET[1O:0], 
MTAG[11:0], and MAP can be configured for one of two buffers. The buffer selection 
depends upon the load on these signals and should be based on simulation results of these 
signals driving that load. The 82496 Cache Controller configuration input, MALDRV, is used 
to select the buffer. Refer to Table 7-26 for the buffer selection specifications, and the 
appropriate value ofMALDRV. 

Each 82491 Cache SRAM data signal, MDATA[7:0] can be configured for one of two buffers. 
The buffer selection depends upon the load on these signals and should be based on simulation 
results of these signals driving that load. The 82491 Cache SRAM configuration input, 
MDLDRV, is used to select the buffer. Refer to Table 7-26 for the buffer selection 
specifications, and the appropriate value of MDLDRV. 

CLDRV selects the driving strength of the 82496 Cache Controller buffers that interface to the 
82491 Cache SRAM. 

4.3. CACHE MODES 
Cache mode options are sampled at reset and cannot be dynamically changed. When cache 
mode configuration settings share a pin with another signal (e.g. SYNC# and MDLDRV), the 
configuration option must meet a designated setup and hold time relative to the last CLK edge 
in which RESET is sampled active. While the setup time differs (between the 82496 Cache 
Controller and 82491 Cache SRAM devices) for each configuration input, all configuration 
options must be held until the CLK prior to RESET being sampled LOW. 

4.3.1. Memory Bus Modes 
The Pentium processor and 82496 Cache Controller/82491 Cache SRAM operates at 
maximum clock frequency. Because it is difficult to design a memory system at the same high 
frequency, the 82496 Cache Controller/82491 Cache SRAM provides two memory bus 
communication modes. These modes allow the memory bus to run at the frequency the 
designer chooses. 

The two modes, Clocked Memory Bus Mode and Strobed Memory Bus Mode, affect 
communication and handshaking of the CPU-Cache Chip Set data path and data control 
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signals. The cycle control signals are synchronous with the CPU/cache core clock frequency 
(CLK). The CPU and memory address path signals are synchronous to CLK during normal 
read, write, and replacement write-back cycles. Address control signals are asynchronous. 
Snoop address control signals, depending upon the snoop mode, may be asynchronous or 
synchronous to SNPCLK during snoop operations. 

4.3.1.1. CLOCKED MODE 

In clocked memory bus mode, the Memory Bus Controller (MBC) provides the 82491 Cache 
SRAM with a memory clock (MCLK) input which drives and provides sampling times for all 
data path signals. The system designer can select from one of three MCLK frequencies: 

MCLK = CLK This selection provides a synchronous memory bus. Because all signals 
are driven at very HIGH frequencies, memory bus logic is fast and 
complex. However, this selection eliminates the need for a 
synchronization interface between memory bus and cycle control signals. 

MCLK*N = CLK This selection provides a divided synchronous memory bus. The memory 
bus operates at a reduced speed, thereby simplifying design, while only 
minimal synchronization is needed to interface memory bus and cycle 
control signals. 

MCLK < CLK This selection provides an asynchronous memory bus. MCLK may be 
any frequency that optimizes the memory bus. Synchronization is 
required to interface memory bus and cycle control signals. 

4.3.1.2. STROBED MODE 

In strobed memory bus mode, all signals are related to other signals. Clocks are not used to 
control the data path. For example, data may be strobed into the 82491 Cache SRAM accord­
ing to the rising and falling edges of MISTB. Because operation is based on handshaking, 
strobed mode eliminates the need for clocks and clock skews. Strobed mode does require 
synchronization in interfacing memory bus and cycle control signals. 

4.3.1.3. CONFIGURATION OF MEMORY BUS MODE 

To put the 82491 Cache SRAM into the Clocked Memory Bus Mode, the memory bus 
controller (MBC) supplies a clock input to the MCLK pin, which the 82491 Cache SRAM 
detects at reset. If MCLK is driven HIGH or LOW (MSTBM) at reset, the 82491 Cache SRAM 
enters Strobed Memory Bus Mode. 

4.3.2. Snoop Modes 
The 82496 Cache Controller can be configured to one of three different snoop modes. The 
snoop mode determines how the MBC initiates a snoop to the cache. Regardless of the snoop 
initiation mode, the 82496 Cache Controller responds to snoops synchronous to CLK. 

Snooping may be initiated in Synchronous, Clocked or Strobed Snoop Modes. The snoop 
mode is not related to the memory bus mode selected for the 82491 Cache SRAM (data path). 
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MBC snooping begins when the snoop strobe (SNPSTB#) signal is asserted. Subsequently, the 
82496 Cache Controller samples other snoop information (e.g. the snoop address) and begins a 
snoop cycle. The snooping mode determines how the 82496 Cache Controller samples 
SNPSTB# and other snoop information. 

In Synchronous Snoop Mode, SNPSTB# and other snoop indicators are sampled with the 
rising edge of CLK. As a result, the 82496 Cache Controller can begin a snoop without 
synchronization and provide quick responses. 

In Clocked (Asynchronous) Snoop Mode, SNPSTB# and other snoop indicators are sampled 
with the rising edge of snoop clock (SNPCLK), which the MBC can provide at any desired 
frequency (less than or the same as CPU CLK). The 82496 Cache Controller synchronizes 
snoop information internally before the snoop begins. 

In Strobed Snoop Mode, all snoop information is sampled with the falling edge of SNPSTB#. 
The 82496 Cache Controller synchronizes snoop information internally before the snoop 
begins. 

4.3.2.1. CONFIGURATION OF SNOOP MODE 

The snoop mode is determined at reset using the SNPCLK [SNPMD] pin. If this pin is tied 
LOW, Synchronous Snooping Mode is selected. If tied HIGH, Strobed Snooping Mode is 
selected. To select Clocked Snooping Mode, the snoop clock source must be connected to the 
SNPCLK pin. The 82496 Cache Controller will automatically detect the clock and enter 
Clocked Snooping Mode. 

4.3.3. Strong/Weak Write Ordering 

4.3.3.1. DESCRIPTION 

A system which maintains strong write ordering preserves the sequential ordering of memory 
write accesses as they are performed. In processors or systems which contain write buffers and 
utilize caching, the order of memory accesses can sometimes fall out of program order. When 
the 82496 Cache Controller is configured to be strongly write ordered, it prevents the chip set 
from writing data to the bus in any order other than that in which it was received from the 
CPU. 

A weakly write ordered system can provide greater system design flexibility and slightly 
higher performance. When the 82496 Cache Controller is configured to be weakly write 
ordered, it will always drive the EWBE# signal active to the CPU. This allows the Pentium 
processor to continue issuing writes to 'E' or 'M' in the CPU data cache. 

Strongly ordered systems require that instruction execution order be limited to program order. 
Increasing the system performance can, therefore, be difficult. A benefit in strongly ordered 
systems is that software compatibility is guaranteed. Weakly ordered systems, on the other 
hand, completely remove the restrictions on the order of memory accesses; therefore, there 
may be software compatibility consequences. When choosing a 82496 Cache Controller 
memory write ordering mode, system software compatibility must be maintained. 
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In systems with multiple CPU-Cache Chip Set subsystems, write ordering may be violated (ie. 
the CPU can receive stale data) when the 82496 Cache Controller has been configured as 
strongly write ordered. Refer to section 5.1.10 for a description and the memory bus controller 
rules which will allow the 82496 Cache Controller to operate in strong write ordered mode 
without coherency problems. 

4.3.3.2. CONFIGURATION 

If the 82496 Cache Controller WWOR# pin is sampled LOW during RESET, the 82496 Cache 
Controller operates with weak write-ordering. If the WWOR# pin is sampled HIGH during 
RESET, the 82496 Cache Controller operates with strong write-ordering. 
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CHAPTER 5 
HARDWARE INTERFACE 

5.1. MEMORY BUS CONTROLLER CONSIDERATIONS 
This section explains the functions of a memory bus controller (MBC) for the Pentium 
processor CPU-Cache Chip Set. The MBC provides the 82496 Cache Controller/82491 Cache 
SRAM's interface to the system memory bus and to any other bus masters. The MBC serves 
four primary functions: cycle control, snooping, data control and synchronization. 

The 82496 Cache Controller begins each memory bus cycle by signaling the MBC, which then 
arbitrates, acquires the bus, and begins the cycle. Once a cycle is in progress on the bus, the 
MBC determines if any other cache in the system contains modified data of the line in progress 
by signalling these caches to snoop. If another cache signals that it contains modified data, the 
MBC permits that cache to write out the modified data before it completes the cycle. Once 
transfers have been completed, the MBC ends the cycle. 

When a 82496 Cache Controller/82491 Cache SRAM is not the bus master, the MBC handles 
snoops from other 82496 Cache Controller/82491 Cache SRAMs or bus masters. If such a 
snoop is hit to a modified line, the MBC writes the modified data to memory. 

The MBC controls data transfers using the BRDY# signal to the CPU for I/O and memory read 
cycles. The MBC also decodes all memory bus cycles, determines their length and 
cacheability, and controls them appropriately. Because the CPU core may be running at a 
different speed than the memory bus, the MBC provides proper handshaking and 
synchronization. Figure 5-1 shows an MBC block diagram. 
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Figure 5-1. MBC Block Diagram 

5.1.1. Cycle Control 

CUB3l 

The 82496 Cache Controller/82491 Cache SRAM can handle unlocked read and write hits to 
the [E] and [M] states and unlocked read hits to [S] state independently of the MBC and the 
system. All other cycles require access to memory bus, arbitrated by the MBC. 

Cycles on the memory bus are requested by the 82496 Cache Controller to the MBC with 
address and data strobe outputs. The memory bus controller responds to the request with cycle 
progress signals and cycle attributes (sampled by the 82496 Cache Controller with select 
progress signals). Figure 5-2 shows the signals used by the 82496 Cache Controller to request 
memory bus cycles, and the signals expected from the MBC in order for a cycle to complete 
normally. 
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Figure 5-2. Memory Bus Cycle Progress and Attribute Signals 
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Figure 5-3. Cycle Progress Signals and Responses 
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Figure 5-3 shows the 82496 Cache Controller signals, and their order (left to right), which 
affect the progress of a memory bus cycle. The 82496 Cache Controller begins memory bus 
cycles by asserting the Cache Address Strobe (CADS#) signal, which is generated along with 
cycle and address control information. CADS# remains active for one CLK to indicate that the 
82496 Cache Controller/82491 Cache SRAM is requesting a memory cycle and that the cycle 
and address control information is valid on the bus. 

At this point, the bus may be controlled by another bus master which could activate a snoop to 
the 82496 Cache Controller. If a snoop hits a modified location (before BGT# of that cycle), 
the 82496 Cache Controller aborts the request and generates a snoop write-back cycle, which 
writes back the modified data. Following the snoop write-back, the 82496 Cache Controller 
usually re-submits the previously aborted memory cycle request. An exception is when a snoop 
hit occurs to the write-back buffer when the buffer is waiting for the bus. Because the contents 
of the write-back buffer are written out in response to the snoop hit, the write-back cycle is not 
re-issued. 

With, or some time after CADS# is asserted, the 82496 Cache Controller asserts the Cache 
Data Strobe signal (CDTS#), which indicates to the MBC that the 82491 Cache SRAM's data 
path is ready. For read cycles, CDTS# indicates that the CPU bus is free and that the MBC may 
generate BRDY# in the next CLK to begin data transfer to the CPU. For write cycles, CDTS# 
indicates that data is available on the memory bus and MBRDY# can be issued in the next 
CLK. CADS# and CDTS# provide independent address and data information, which are 
especially useful in pipelining. 

When MBC wins memory bus control, it asserts the Bus Guaranteed Transfer Signal (BGT#) 
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to the 82496 Cache Controller to indicate that the cycle will not be aborted. By quickly 
returning BGT#, the MBC can begin pipelining using the Cache Next Address signal (CNA#) 

At this point, the MBC is driving the bus and provides the address and cycle information 
needed to begin the cycle. Once the memory system has decoded the address to determine 
cache ability and read-only status, it signals the MBC to assert the Cacheability Window End 
signal (KWEND#). On the CLK during which KWEND# is asserted, the 82496 Cache 
Controller samples the Memory Cache Enable (MKEN#) and Memory Read Only (MRO#) 
parameters. Quick resolution of KWEND# determines whether the cycle is cacheable and 
allows the 82496 Cache Controller to initiate replacements or allocations, when needed. 

Because the MBC drives the bus with the address, other system caches must snoop to check for 
modified copies of the data, invalidate their copies of the current data, or mark exclusive 
(unmodified) data shared if another cache will be using it. If any of them contains a modified 
line, it must flag the MBC that owns the bus to prevent stale data from being used. If all other 
caches contain unmodified or invalid data, they flag the MBC to initiate appropriate MESI 
state changes. 

The period beginning with CADS# assertion and ending when all caches have provided snoop 
responses is called the snoop window. At the end of this period, the MBC asserts the Snoop 
Window End signal (SWEND#). It indicates to the 82496 Cache Controller that snooping is 
complete and that MWB/WT# and DRCTM# are valid. At this point, the 82496 Cache 
Controller can determine which tag state transitions will be caused by the cycle and service 
snoop requests from other bus masters. 

SWEND# indicates to the MBC that data transfers may begin. The MBC may begin transfers 
early, anticipating that no other cache has modified data. If another cache does need to write­
back modified data, the MBC must re-start the transfers. When all transfers are completed, the 
MBC asserts CRDY# and MEOC# to end the cycle and allow the 82496 Cache 
Controller/82491 Cache SRAM to free their internal resources for the next cycle. 

Once BGT# is asserted, the 82496 Cache Controller allows pipe lining requests, which are 
initiated using CNA#. If a memory cycle is pending, the 82496 Cache Controller generates a 
new CADS#, along with new address and control information. 

The 82496 Cache Controller allows full internal address latch control, which is especially 
useful during pipelining. The MALE and MBALE signals are latch enable inputs, and MAOE# 
and MBAOE# are output enable control signals. These signals are asynchronous and are used 
to control the last stage of the 82496 Cache Controller memory bus address. 

5.1.1.1. IDENTIFYING AND EXECUTING CYCLES 

This section describes how the MBC identifies the various 82496 Cache Controller/82491 
Cache SRAM cycles and discusses the number of transfers needed to service each cycle. 

The MBC identifies cycles by sampling the CADS#, CM/lO#, CW/R#, CD/C#, MCACHE# 
and SNP ADS# outputs. The MBC determines the number of CPU bus and memory bus 
transfers required to execute each cycle by decoding the above signals and by determining the 
values of the following 82496 Cache Controller signals: MKEN# (82496 Cache Controller 
input), MRO# (82496 Cache Controller input), RDYSRC (82496 Cache Controller output), 
CCACHE# (82496 Cache Controller output), CD/C# (82496 Cache Controller output). If a 
cycle is CPU cacheable, the CPU requires four transfers (CPU is executing a linefill). If a 
cycle is 82496 Cache Controller/82491 Cache SRAM cacheable, the 82496 Cache 
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Controller/82491 Cache SRAM requires four or eight transfers. The 82496 Cache 
Controller/82491 Cache SRAM configuration determines whether the 82496 Cache 
Controller/82491 Cache SRAM requires four or eight transfers. 

The 82496 Cache Controller/82491 Cache SRAM services read and write hit cycles to the [E] 
or [M] states and reads to the [S] state without MBC control. The MBC must be employed to 
identify and control all other 82496 Cache Controller cycles. Table 5-1 lists all 82496 Cache 
Controller cycles that require MBC control. 

Table 5-1. Cycle Identification and Length 

C C C R M M M Number of Number of 

W 0 C 0 C K R Memory CPU 
I I A Y A E 0 Bus Bus 

R C C S C N # 
MBRCY#s' 

# # H R H # 
BROY#S 

E C E 
Cycle Type # # 

Pentlum™ processor CPU-Cache Chip Set 0 1 0 1 0 0 1 82496 4 (processor 
Cacheable Read Cache Line) 

Controller 
Line 

Pentium Processor CPU-Cache Chip Set 0 0 0 1 0 0 x 82496 4 (processor 
Cacheable Read Cache Line) 

Controller 
Line 

82496 Cache Controller/82491 Cache SRAM 0 x 1 1 0 0 x 82496 1 
(not Pentium processor) Cacheable Read Cache 

Controller 
Line 

82496 Cache Controller/82491 Cache SRAM 0 1 0 1 0 0 0 82496 1 
(not Pentium processor) Cacheable Read Cache 

Controller 
Line 

Non Cacheable Read (PCD=1 or Locked) 0 x x 1 1 x x x 1 

Non Cacheable Read (PCD=O) 0 x x 1 x 1 x x 1 

82496 Cache Controller/82491 Cache SRAM 0 x x 0 0 x x 82496 0 
Allocation (linetill) Cache 

Controller 
Line 

Pentium Processor Memory Write or Locked 1 x 1 0 1 x x 1 0 
Write 

Replacement or Snoop Write Back 1 x x 0 0 x x 82496 0 
Cache 

Controller 
Line 

1/0 (CM/IO#=O) or Special Cycle x x x 1 1 x x x 1 

NOTE: A 82496 Cache Controller line is either 4 or 8 memory bus burst transfers. The number of transfers 
is related to the configuration and depends upon the MTR4/8# input. 
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'This column represents the number of data transfers which the 82491 Cache SRAM will be expecting. In 
clocked memory bus mode, the 82491 Cache SRAM uses MBRDY# to transfer data to/from its buffers. In 
strobed memory bus mode, any transition on MISTB/MOSTB will cause the 82491 Cache SRAM to 
latch/output data. In either mode, MEOC# may replace the last MBRDY#, MISTB, or MOSTB. An "x" 
represents either 0 or 1 transfers. The 82491 Cache SRAM will ignore an extra MBRDY#, MISTB, or 
MOSTB, if asserted. 

The text that follows describes 82496 Cache Controller cycles that both require and do not 
require MBC identification and control. 

5.1.1.1.1. Read Hit 

Read hit cycles are reads to the [M],[E], or [S] cache states. The 82496 Cache 
Controller/82491 Cache SRAM returns information to the CPU without wait-states or in one 
wait-state, and transparently to the MBC. 

During read hit cycles, the 82496 Cache Controller/82491 Cache SRAM returns either a 
complete line or a portion of a line to the CPU. If a line is marked read-only and data, the 
82496 Cache Controller automatically de-asserts KEN# to the CPU so that the information is 
not cached in the Pentium processor data cache. If a line is code (including read-only) or is 
non-read-only data, the 82496 Cache Controller will hold KEN# asserted to the CPU to cache 
the information in the Pentium processor code or data cache. 

5.1.1.1.2, Cacheable Read Miss 

Read miss cycles cause the 82496 Cache Controller to assert CADS# and request the needed 
code/data from the memory bus. If the information is cacheable in the 82496 Cache 
Controller/82491 Cache SRAM, the 82496 Cache Controller asserts the MCACHE# pin to the 
MBC. During the cycle, the MBC returns MKEN# active to render the line cacheable. 

Because the needed information is cacheable to the CPU and the 82496 Cache 
Controller/82491 Cache SRAM, both require a complete cache line of information. The CPU 
receives four transfers while the 82496 Cache Controller/82491 Cache SRAM cache receives 
four or eight, depending on the configuration. 

The exception to this rule is a data line-fill in which MRO# is asserted before the first transfer 
or when CCACHE# and CPCD are inactive. When MRO# is asserted with KWEND#, the 
82496 Cache Controller/82491 Cache SRAM caches the entire line (four or eight transfers, 
depending on the selected configuration). The Pentium processor will, in tum, cache read only 
information if D/C# is low (code), but not if D/C# is high (data). If CCACHE# and CPCD are 
both inactive, then the line is cacheable by the 82496 Cache Controller/82491 Cache SRAM 
and not by the Pentium processor. In this case, the 82496 Cache Controller/82491 Cache 
SRAM receives four or eight transfers and the Pentium processor only requires one. 

Once the 82496 Cache Controller has snooped the other caches for a possible modified line, 
the MBC asserts SWEND# to put the line in an appropriate MESI state. If the snoop results in 
a hit to a modified line and the line in the other cache is not invalidated (i.e., SNPINV not 
asserted), MWB/WT# is driven low to place the line in the shared state. If the line originated 
from another cache without memory being updated, DRCTM# causes a transition to a 
modified state. 

If both cache WAYS are occupied, the 82496 Cache Controller must initiate a replacement 
cycle (described later in this section). 
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Because a 82496 Cache Controller line can be longer than a CPU cache line, there are 
circumstances where a read miss will be to a line that is currently being filled. If this is the 
case, the 82496 Cache Controller treats this like a read hit, but supplies data after CRDY# for 
the line fill. Data is supplied from the 82491 Cache SRAM array. 

5.1.1.1.3. Non-Cacheable Read Miss 

A non-cacheable read miss is created in several circumstances. If MCACHE# is inactive with 
CADS#, the line is non-cacheable, regardless of MKEN#. Also the line will not be cacheable if 
MKEN# is returned inactive, CPCD is active, or the cycle is Locked (KLOCK# active). 

If the cycle is non-cacheable, the 82496 Cache Controller will not cache the information. Still, 
the 82496 Cache Controller/8249l Cache SRAM must return data to the Pentium processor. 
The number of transfers expected by the CPU is always one for non-cacheable cycles. 

5.1.1.1.4. Write Hit [E], [M] 

Write hits to the [E) and [M] states are executed within the 82496 Cache Controller/8249l 
Cache SRAM and transparently to the MBC. The 82491 Cache SRAM's data array is also 
updated. If the line was in the [E) state, it is upgraded to the [M] state. [M] data remains in the 
[M] state. 

5.1.1.1.5. Write Hit [S] 

Write hits to the [S] state are write-through cycles. The 82491 Cache SRAM updates its cache 
information and posts the write on the memory bus. CADS# is asserted for the write cycle. The 
data is written to memory, and all other caches are snooped to invalidate copies of the altered 
line. 

If the line is not marked read-only and PWT is not active, it may be upgraded to [E) or [M] 
states (other caches would have to invalidate that line, if present). 

5.1.1.1.6. Write Miss: No Allocation, Allocation 

Write misses are writes to the [I] states and are executed similarly to write hits to the [S] state. 
As long as the write is a miss and PCD, PWT and LOCK# are inactive, PALLC# is asserted by 
the 82496 Cache Controller to indicate to the MBC that the line might be allocated. 

If P ALLC# is asserted, the MBC may perform an allocation. The MBC indicates this selection 
to the 82496 Cache Controller by asserting MKEN# during the write cycle. If MKEN# is not 
asserted, the allocation is not carried out. 

If allocation is selected, the 82496 Cache Controller drives a new CADS# for the allocation 
cycle using the same address used for the write. This cycle progresses like a cacheable read 
miss except that the CPU receives no data (KWEND# is also ignored). RDYSRC is inactive, 
telling the MBC not to generate BRDY#s. The write cycle and allocation cycle need not be 
contiguous (except during Read For Ownership), and snooping is permitted between the two. 

The 82491 Cache SRAM offers a Read For Ownership option which freezes the data from the 
write cycle in the 82491 Cache SRAM's memory buffer to allow the allocation to fill locations 
surrounding the just written portion. Carried out using MFRZ#, this operation permits write 
allocation without actually executing a write to memory. Snoops, are forbidden between the 
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BGT# of the write cycle until the BGT# of the Allocation, or the snoop results may provide 
stale data. Refer to Section 5.1.1.11 for more information. 

5.1.1.1.7. Replacement 

During a 82496 Cache Controller/82491 Cache SRAM line fill, a line is placed in the 82496 
Cache Controller/82491 Cache SRAM's. If both cache ways are full, one way must be 
discarded to make room for the new line. If the line to be discarded is in the modified state, it 
must be written back to memory and this write back is called a replacement write back cycle. 

The 82496 Cache Controller generates CADS# for the replacement write back cycle 
immediately after the line fill completes with CRDY# assertion or after CNA#. The line fill 
and replacement cycle need not be contiguous, and snooping is allowed between them because 
the replacement information contained in the write-back buffer may still be snooped. 

When MCACHE# is active during a memory write cycle, it is a replacement write-back. The 
write will accept a cache line of four or eight transfers depending on the 82496 Cache 
Controller/82491 Cache SRAM configuration. 

Because a modified line is being expelled, the 82496 Cache Controller performs an inquire and 
back-invalidation to the Pentium processor to maintain inclusion. 

5.1.1.1.8. Snoop Write Back 

A snoop write back cycle is generated when a snoop hits a modified 82496 Cache 
Controller/82491 Cache SRAM line. The 82496 Cache Controller responds with the MHITM# 
signal asserted and then drives the SNP ADS# signal. SNP ADS# is provided because the MBC 
must receive indication that a snoop write back must be serviced immediately, because some 
other device is waiting for the data. 

The 82496 Cache Controller places the snoop information in the snoop buffer and then drives 
CDTS#. While the information is being placed in the buffer, the 82496 Cache Controller 
performs inquires and back-invalidations to the Pentium processor cache to maintain inclusion. 
The 82496 Cache Controller will not drive CDTS# active until all inquire cycles have 
completed on the CPU bus. 

The MBC handles this cycle like a replacement write back cycle, providing four or eight 
transfers to the 82491 Cache SRAM and no transfers to the CPU. 

Snoop write back cycles are not pipelined into a preceding memory bus cycle, and no memory 
bus cycle is pipelined into a preceding snoop write back cycle. 

5.1.1.1.9. Locked 

Locked cycles are composed of "read-modify-write" cycles. The 82496 Cache Controller 
asserts the. KLOCK# signal to echo the CPU LOCK# output. Cycles to the locked address(es) 
must run contiguously on the memory bus. Snoops to any address other than the locked 
address(es) are allowed to interrupt the RMW sequence. The Pentium processor automatically 
inserts one idle CLK between back to back Locked sequences. Therefore, KLOCK# is 
guaranteed to go inactive for at least one CLK. 

The 82496 Cache ControUer/82491 Cache SRAM will post Locked reads and writes to the 
memory bus even when the read or write is a hit. If the Locked read is a hit to a modified line, 
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the 82496 Cache Controller/8249l Cache SRAM cache will ignore the data that it receives 
from the memory bus and supply the data to the CPU from the 82491 Cache SRAM array (in 
accordance with the BRDY#s supplied by the MBC). Locked writes are posted like any other 
write. Locked cycles, both reads and writes, never change the 82496 Cache Controller tag 
state. 

The 82496 Cache Controller/8249l Cache SRAM will post locked reads and writes to the 
memory bus even when the read ,or write is a hit. If the locked read is a hit to modified data, 
the 82496 Cache Controller/82491 Cache SRAM cache returns data to the CPU, and memory 
data is ignored. 

Locked cycles are non-cacheable by the CPU and by the 82496 Cache Controller/8249l Cache 
'SRAM. For this reason they are treated just like non-cacheable read misses and write misses. 

The CSCYC output is only active during locked sequences in which the access is split over two 
addresses (LOCK# and SCYC active). 

5.1.1.1.10. Cache-To-Cache Transfer 

A cache-to-cache transfer may be done when the 82496 Cache Controller/8249l Cache SRAM 
must perform a line fill or allocation by transferring data directly from another cache. The 
82496 Cache Controller/8249l Cache SRAM assumes that this data is being updated in main 
memory as well. Otherwise, the data must be marked as modified and the cache supplying the 
data must invalidate its copy. 

If the data is shared with main memory, the caches mark their copies of the data as shared. For 
the supplying cache, this designation is done automatically when the cache is snooped by 
another cache. For the receiving cache, the designation is accomplished by asserting 
MWB/WT#. 

5.1.1.1.11. Read For Ownership 

Read For Ownership is when an 82496 Cache Controller/82491 Cache SRAM allocation 
causes the cache line to go directly to [M] state. This occurs when a memory write miss cycle 
is frozen in the memory cycle buffer and an allocation cycle is issued. 

In some systems it is preferable to eliminate main memory accesses whenever possible to 
circumvent slow memory. Here, the allocation is carried out from another cache using cache­
to-cache transfer. This transfer avoids writing and reading main memory, and puts the 
allocated line into the [M] state using the DRCTM# input. 

Data for the allocation can also come from main memory. This would be the case if the data 
was not found in another cache, and the MBC wanted to skip the [E] state by asserting 
DRCTM#. 

Read for ownership uses MFRZ# for all write misses so that the write cycle does not access 
main memory. The MBC must complete this 'dummy' write cycle on the memory bus by 
providing the cycle progress signals (Le., KWEND#, SWEND#, and CRDY#) to the 82496 
Cache Controller. The subsequent allocation cycle is brought from memory, or from another 
cache. Since write data is not updated in main memory, the line must be marked in the 
modified state and all other caches must invalidate that line. If the line originates from another 
cache, that cache must invalidate its copy. In this way the other cache transfers ownership. 
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5.1.1.1.12. 1/0 Cycles 

All I/O cycles are transferred to the memory bus and are of length 1 (only 1 
MBRDY#/BRDY# are required). The MBC must supply BRDY# to the CPU once the I/O 
cycle is complete. 

I/O cycles can be pipelined into and out of other I/O and memory bus cycles. 

5.1.1.1.13. Special Cycles 

Special cycles are treated exactly like I/O cycles. They are not posted, and the MBC must 
provide BRDY# to the CPU. 

5.1.1.1.14. FLUSH and SYNC Cycles 

To the MBC, cycles initiated by the FLUSH# and SYNC# signals resemble replacement write 
back cycles and should be handled as such. There is no need to preve.\1t snooping or arbitration 
between these cycles. 

82496 Cache Controller FLUSH# invalidates the entire 82496 Cache Controller and Pentium 
processor tag arrays. Two clocks are required to lookup a tag entry if the result is a miss. The 
82496 Cache Controller also invalidates tags in the CPU cache by executing inquire and back­
invalidation cycles to the Pentium processor. There are two reasons for potentially wanting to 
assert the CPU FLUSH# in addition to the 82496 Cache Controller FLUSH#. One, if the MBC 
wants to see the Pentium processor flush acknowledge special cycle, and two, to assure that no 
Pentium processor cache hits are occurring once FLUSH# has been asserted to the 82496 
Cache Controller. This is because the 82496 Cache Controller flush operation does not inhibit 
Pentium processor cache hit operations. For optimum performance, issue FLUSH# to only the 
82496 Cache Controller. 

SYNC# will cause both the 82496 Cache Controller/82491 Cache SRAM and Pentium 
processor caches to, write back all modified lines. The 82496 Cache Controller causes the CPU 
cache to write back all modified data by initiating inquire cycles to the Pentium processor 
when the 82496 Cache Controller/82491 Cache SRAM cache line state is modified. 

When the MBC decodes a Pentium processor Flush (due to the. INVD or WBINVD 
instructions) or Write Back (due to the WBINVD instruction) special cycle, it must provide 
FLUSH# to the 82496 Cache Controller. The 82496 Cache Controller/82491 Cache SRAM 
treats Flush and Write Back special cycles like I/O cycles. They are not posted, and the MBC 
must provide BRDY#. The WBINVD instruction causes the Pentium processor to issue the 
Flush special cycle followed by the Write Back special cycle. 

To insure that the processor will not generate an additional bus cycle (code prefetch or page 
table read) following the INVD or WBINVD instructions, the MBC must delay BRDY# to the 
82496 Cache Controller/82491 Cache SRAM for the Flush and Write Back special cycles until 
it recognizes CAHOLD asserted. Having the MBC Wait to complete the CPU special cycles 
until the flush operation has been internally recognized by the 82496 Cache Controller insures 
that no additional CPU or 82496 Cache Controller cycles are generated. The 82496 Cache 
Controller flush operation is complete when FSIOUT# becomes inactive. Note that the 
Pentium processor will not pipeline any cycle into a Flush or Write Back special cycle. 
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5.1.2. Snooping 

System caches must snoop on most memory bus cycles for modified lines (data) to prevent 
stale data from being returned or updated to memory. Snooping also enables the cache bus 
master to implement the MESI protocol properly. If the master cache is performing a line fill, 
for example, and another cache has a copy of the unmodified line, then the line being filled 
should be placed in the Shared [S] state. If the master cache is performing a write cycle, that 
line, if present in any other cache, must be invalidated. 

Snooping may be done in two ways. First, the MBC that is driving the cycle can cause all other 
caches to snoop. Second, each MBC can generate an independent cache snoop for its local 
cache as it detects memory cycle. In either case, the MBC must initiate a snoop request to the 
82496 Cache Controller and transfer the 82496 Cache Controllers response to the system. 

An MBC may initiate 82496 Cache Controller snoops using one of three snoop initiation 
modes: strobed, clocked, and synchronous. Refer to the Initialization and Configuration 
chapter for 82496 Cache Controller snoop mode configuration details. At the beginning of 
each snoop, the 82496 Cache Controller samples for the snoop address, SNPINV, SNPNCA, 
MBAOE#, MAOE#, and MAP. 

If MAOE# is active, the 82496 Cache Controller is driving the bus, and cannot perform a 
snoop. In this scenario, all other caches in the system perform snoops. 

MBAOE# indicates whether the 82496 Cache Controller needs to perform a snoop write-back 
starting at the provided sub-line address or at sub-line address O. If MBAOE# is active during 
snoop initiation, the write-back begins with sub-line address O. 

MAP is driven by the MBC during snoop cycles and indicates the address parity of the 82496 
Cache Controller line address bits. MAP must be driven to indicate even parity of the snoop 
address. 

5.1.2.1. CHOOSING A SNOOPING MODE 

The CPU-Cache Core supports synchronous, clocked (asynchronous), and strobed snoops. All 
snoops begin when the snoop strobe signal (SNPSTB#) is asserted and end when the 82496 
Cache Controller responds, which is always synchronous to the CPU CLK. 

5.1.2.1.1. Synchronous Snooping Mode 

Figure 5-4 shows the synchronous snooping mode. Synchronous snoop mode provides the 
fastest snooping possible. The snoop address, address parity, and snoop parameters are 
sampled during the rising edge of the CLK in which SNPSTB# is sampled active. If nothing 
blocks the snoop, the 82496 Cache Controller can snoop on the next clock edge since there is 
no need to synchronize the snoop information. 
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Figure 5-4. Synchronous Snoop Mode 

5.1.2.1.2. Asynchronous Snooping Mode 

Figure 5-5 shows the clocked asynchronous snooping mode. In clocked snooping mode, the 
snoop address, address parity, and snoop parameters are sampled with the rising edge of 
SNPCLK in which SNPSTB# is sampled active. (SNPCLK is an external clock supplied by the 
MBC.) The 82496 Cache Controller must synchronize the snoop initiation event with its 
internal CPU CLK, delaying snooping by two CPU CLK cycles. 
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Figure 5-5. Clocked Snoop Mode 

5.1.2.1.3. Strobed Snooping Mode 

HARDWARE INTERFACE 

CDB34 

In strobed snooping mode (Figure 5-6), no clocks are needed to initiate the snoop. The snoop 
address, address parity, and snoop parameters are sampled with the falling edge of SNPSTB#, 
and the 82496 Cache Controller begins the snoop once it has synchronized this information 
internally. Synchronization requires an additional two CPU CLK cycles. 
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Figure 5-6. Strobed Snoop Mode 

Snoop modes are selected using the SNPMD pin with respect to the falling edge of Reset. If 
SNPMD is strapped low, synchronous mode is selected. If SNPMD is HIGH, strobed mode is 
selected. If SNPMD is connected to an external clock, clocked mode is selected, and the 
external clock becomes the external snooping clock source. 

5.1.2.2. SNOOP OPERATION 

A snoop operation consists of two phases: 1) the initiation phase and 2) the response phase. 
See Figure 5-7. During the initiation phase, the MBC provides the 82496 Cache Controller 
with the snoop address information. During the response phase, the 82496 Cache Controller 
provides the snoop status information. 

5-14 I 



HARDWARE INTERFACE 
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Figure 5-7. 82496 Cache Controller Snooping Operations 

To initiate a snoop, the MBC asserts SNPSTB#, which latches snoop information into the 
82496 Cache Controller. The 82496 Cache Controller synchronizes this information, if 
necessary, and generates the snoop cycle signal (SNPCYC#) to indicate that snooping is taking 
place. SNPCYC# may be delayed by synchronization and/or snoop blocking. SNPCYC# 
indicates to the MBC that it may read the 82496 Cache Controller's snoop responses on the 
next CLK. 

If the 82496 Cache Controller/8249l Cache SRAM needs to write back a modified line or is 
already performing a back-invalidation, the Snoop Busy signal (SNPBSY#) is asserted. 
SNPBSY# indicates that the 82496 Cache Controller can accept another snoop request (once 
SNPCYC# is asserted), but will not service that snoop until after SNPBSY# goes inactive. 

Once SNPCYC# is asserted, the 82496 Cache Controller's snoop latch can accept another 
snoop request. As a result, snoops may be pipelined. Figures 5-8 and 5-9 show the fastest 
synchronous and asynchronous snooping possible. Note that the MBC must not assert 
SNPSTB# for a new snoop operation until it has sampled SNPCYC# active for the first snoop 
operation (refer to section 5.1.2.4). Note that, during asynchronous snooping, the SNPSTB# 
for the following snoop can only occur after the falling edge of the SNPCYC# of the previous 
snoop. 

The 82496 Cache Controller responds after a snoop look up by driving the MHITM# and 
MTHIT# signals after the clock in which SNPCYC# is asserted. MHITM# is asserted for 
snoop hits to an [M] state line. MTHIT# is asserted for snoop hits to [M],[E], .and [S] state 
lines. These signals indicate the state of the 82496 Cache Controller line just prior to the snoop 
operation. 

The MBC can predict the final state of the 82496 Cache Controller line by knowing the initial 
state and the values of the SNPINV and SNPNCA signals during the snoop operation. Figures 
5-10 and 5-11 show the 82496 Cache Controller response to snoops without and with 
invalidation, respectively. 

MHITM#, MTHIT#, SNPCYC#, and SNPBSY# are all synchronous to CLK. 
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Figure 5-8. Fastest Synchronous Snooping 
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Figure 5-9. Fastest Asynchronous Snooping 
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Figure 5-11. Snoops with Invalidation 

5.1.2.3. SNOOP BLOCKING 

When the MBC asserts SNPSTB#, the 82496 Cache Controller synchronizes the information 
as necessary, and snoops if the tagRAM is not blocked. Snoop cycles take priority in 82496 
Cache Controller/82491 Cache SRAM, so if a snoop request is concurrent with a read request 
from the CPU, the snoop request is serviced first. However, snoops may be blocked if the 
82496 Cache Controller is in the middle of a cycle or servicing another snoop. 

If the 82496 Cache Controller is in the middle of executing a cycle, the outcome of a snoop 
request varies depending on when SNPSTB# is asserted. 

CRDY# CADS# BGT# SWEND# CRDY# CADS# 

I I I I I I 
COB3S 

Figure 5-12. Snoop Response During Cycles 

Figure 5-12 shows the regions into which a snoop cycle can be partitioned. 

Region 1 is after one memory cycle ends (after CRDY#) and before a new cycle begins (before 
CADS#). A snoop occurring in this region is looked up and serviced immediately. 

Region 2 is after a memory cycle has started (CADS#) but before the cycle has been 
guaranteed to complete (the MBC asserts BGT#). A snoop in this region is looked up and 
serviced immediately. If a memory cycle was aborted because the snoop hit a modified line, in 
some cases CADS# is re-issued after the snoop write-back completes. 

Region 3 is after the memory cycle has been guaranteed to complete and before the snoop 
window (SWEND#) has completed. A snoop request occurring in this region is blocked until 
SWEND# is asserted. After SWEND# is asserted, the look-up will occur 2 eLKs later, the 
snoop response will be given 1 CLK later, but the write-back (if necessary) will not be initiated 
until after CRDY#. 

I 
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Region 4 is after SWEND# is asserted and before CRDY# is asserted. A snoop in this region is 
looked up immediately but the snoop write-back, if necessary, is delayed until CRDY# is 
asserted. Here, a snoop write-back is treated as if it had occurred after CRDY# (i.e. snoop hits 
to modified cache data schedule a write-back that will be executed in the next memory bus 
cycle). Note that MTHIT# and MHITM# will be available 1 CLK after the look-up (which is 2 
CLKs after SWEND#). 

The 82496 Cache Controller uses two interlock mechanisms to ensure that snoops are aligned 
within the proper region. The first interlock ensures that once BGT# is asserted, snoops are 
blocked until after SWEND#. The second interlock ensures that once a snoop is initiated, 
BGT# cannot be asserted until after the snoop has been serviced. 

Figure 5-13 shows that when the 82496 Cache Controller recognizes the BGT# signal, it 
blocks all snoops until after SWEND#. If SNPCYC# has not been issued before BGT# is 
asserted, the snoop is blocked. 

ClK 

BGT# 

SWEND# 
orCRDY# 

I x_---'--__ �L-.:S-'-'No~O:..c~=-=-Bl=O_"C=~E=D _ _J__ _ __'I_X SNqOP 

I 

COB3 

Figure 5-13. Snoop Response Blocking USing BGT# 

Figure 5-14 shows a snoop occurring before BGT# is asserted. Once the 82496 Cache 
Controller acknowledges a snoop, the 82496 Cache Controller may, depending on the result of 
the snoop, ignore BGT# while the snoop is being serviced. The 82496 Cache Controller always 
ignores BGT# when SNPCYC# is active. If the snoop results in a hit to a modified cache line 
(MHITM# active), the 82496 Cache Controller ignores BGT# as long as both SNPBSY# and 
MHITM# remain active. If the snoop result is not a hit to a modified cache line (MHITM# 
inactive), the 82496 Cache Controller may accept BGT# even while SNPBSY# is active. This 
contingency allows the memory bus controller to proceed with a memory bus cycle by 
asserting BGT# while the 82496 Cache Controller is performing inquires or back­
invalidations. 
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Figure 5·14. Snoop Executing before BGT# Is Asserted 

The two interlock mechanisms described above provide a flexible method of ensuring 
overlapped snoop handling. 

5.1.2.4. 

NOTE 

Even when snoops are delayed, address latching is performed through 
activation of SNPSTB#. Note that the MBC must not assert SNPSTB# for a 
new snoop operation until it has sampled SNPCYC# active for the first snoop 
operation (refer to section 5.1.2.4). 

WHEN SNOOPING IS NOT ALLOWED 

The previous section described the conditions under which snoops would be blocked by the 
82496 Cache Controller. There are some cases in which snoops are not blocked by the 82496 
Cache Controller, and yet the MBC must not allow snoops to occur. This section describes 
these cases. 

The 82496 Cache Controller allows the memory bus controller to pipeline snoop operations. A 
second snoop request and snoop address can be supplied to the 82496 Cache Controller prior 
to the completion of the current snoop operation. Once SNPSTB# has been sampled active, a 
new SNPSTB# (for a pipelined snoop) will be ignored by the 82496 Cache Controller until it 
has issued SNPCYC# for the original snoop operation. Figure 5-15 shows the window in 
which the MBC must not assert an additional SNPSTB# to the 82496 Cache Controller. After 
SNPCYC# has been asserted, a new snoop address will be latched by the 82496 Cache 
Controller (with SNPSTB#). 

I 

NOTE 

For each snoop mode, the MBC must not request a second snoop operation 
between SNPSTB# and SNPCYC#. For strobed snoop mode, the second 
falling edge of SNPSTB# must not be until after the falling edge of 
SNPCYC#. For clocked snoop mode, the second SNPSTB# sampled by 
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SNPCLK must not be until after the falling edge of SNPCYC#. For 
synchronous snoop mode, the second SNPSTB# sampled by CLK must not 
be until the CLK following SNPCYC# active. 

SNPSTB# 

SNPCYC# 

X NEW SNPSTB# NOT ALLOWED X 
CDB4 

Figure 5-15. New SNPSTB# Not Allowed 

Locked cycles are used to guarantee an atomic Read-Modify-Write operation. The MBC must 
not allow snoops between the BGT# of the fIrst Read portion of the locked sequence, and the 
BGT# of the last Write portion. This is to ensure that the lock protocol is not violated. Section 
5.1.2.5 describes the restriction which, if strictly met, will allow the system to snoop during 
this portion of the locked sequence. 

During read-for-ownership cycles, the MBC must not allow snoops between the BGT# of the 
write-through and the BGT# of the allocation. This is to ensure that the snoop data is not stale. 
Between the BGT# of the write-through and the BGT# of the allocation, the line is invalid in 
the cache doing read-for-ownership (cache 1). Cache 2 (the cache from which data is being 
transferred) has only a partially updated line. When the write-back is completed, the 64-bits of 
recently modified data in cache 1 is surrounded by the modified data from cache 2. The 
resulting line is the most recently modified line. Note that the line in cache 2 is invalidated 
before the cache-to-cache transfer. Also, once the transfer is complete, the line exists in cache 
1 in the modified state. 

5.1.2.5. SNOOPING DURING LOCKED CYCLES 

Locked cycles are used to guarantee atomic Read-Modify-Write operation. The system 
assumes that a data item will not be accessed by another device until the read and write have 
been completed. There is a situation using the 82496 Cache Controller/82491 Cache SRAM 
where this lock protocol may be violated unless certain restrictions are met. 

A snoop write-back cycle takes priority over all other cycles in the 82496 Cache Controller 
cache controller. If the CPU is performing a Read-Modify-Write (Le., locked) cycle and the 
data is Modified in the 82496 Cache Controller/82491 Cache SRAM, the data could be written 
back on a snoop between the Read and Write parts'of the intended atomic cycle. This violates 
the lock protocol and could cause unintended system operation. 

To provide maximum performance in Pentium processor CPU-Cache Chip Set systems, the 
82496 Cache Controller allows snooping during locked cycles, however, the following 
condition must be met: the address being snooped must not be in the same cache line as that of 
the locked operation. 
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WARNING 

Proper system operation cannot be guaranteed if this restriction is not 
met! 

In order to insure that the above condition is met, system designers must compare the snoop 
address to the locked address. If those addresses are in the same cache line, the snoop must be 
blocked by the MBC. If the snoop and locked addresses are not in the same cache line, the 
MBC can allow the snoop to complete. 

5.1.2.5.1. Snooping During Split Locked Cycles 

If CSCYC is high with CADS#, the cycle is split. Split cycles have adjacent virtual addresses, 
but the physical addresses seen on the address bus are not necessarily adjacent. It is possible 
that the physical addresses might be split across a page boundary. Obviously, split locked 
cycles add another level of complexity to determining if the locked and snoop addresses are in 
the same cache line. 

The system designer can ensure that all locked data is aligned within a single cache line (in this 
case CSCYC=O and there will never be split cycles!). If system software is not under the 
complete control of the system designer, this may not be an option. 

Before allowing snoops to occur during split locked cycles, system hardware designers must be 
able to determine both of the physical addresses which the locked sequence will read and 
write. If both addresses are known, snoops may be allowed to any other address. Snoops are 
not allowed to the second address of a split locked sequence during accesses to the first address 
and vice versa. BOTH addresses must be barred from snoops during the entire sequence! 

5.1.2.6. SNOOP WRITE BACK CYCLES 

Snoop write back cycles are generated by the 82496 Cache Controller in response to a snoop 
from the MBC which hits a modified line in the 82496 Cache Controller/82491 Cache SRAM 
(and possibly also in the Pentium processor data cache). Snoop write back cycles are requested 
by the 82496 Cache Controller by activation of SNPADS# instead of CADS#. For these 
cycles, the 82496 Cache Controller only samples the CRDY# MBC response. The 82496 
Cache Controller assumes that the memory bus controller owns the bus to perform the 
intervening write back and that no other agents will snoop this cycle. This is called "Restricted 
Back-Off Protocol" because a snoop write back cycle cannot be aborted by the CPU or the 
MBC. Also, the 82496 Cache Controller will ignore CNA# during snoop write backs (no 
subsequent cycle can be pipelined into a snoop write back cycle). Figure 5-16 shows the 82496 
Cache Controller cycle progress signals required to request and complete a snoop write back 
cycle. 

I 5-21 



HARDWARE INTERFACE 

82496 OUTPUT SIGNALS 

SNPAOS# COTS# 

~ ~------------------------------------->'4 

t TIME 

CROY# 

82496 INPUT SIGNALS 

CDB50 

Figure 5-16. Cycle Progress for Snoop Write Back Cycles 

5.1.3. Address Integrity 

Five pins are available on the 82496 Cache Controller cache controller to support address 
integrity: two for address parity (AP, MAP), two for address parity errors (APERR#, 
MAPERR#), and one for the internal address and tagRAM parity errors (lPERR#). Refer to 
section 5.2 for the detailed pin descriptions of these signals. 

This feature allows systems based on Pentium processor CPU-Cache Chip Set to be used in 
high-reliability applications. 

5.1.3.1. CPU BUS ADDRESS PARITY 

During every snoop cycle to the Pentium processor, the 82496 Cache Controller calculates 
even parity for the line address (the specific 82496 Cache Controller address pins are 
configuration dependent and correspond to CPU address pins A[31:5]) and drives that value on 
the AP pin. Refer to the Pentium™ Processor Data Book for more details. Note that the 82496 
Cache Controller does not internally store the address parity bit (it re-generates that bit during 
each CPU snoop operation). 

For Pentium processor initiated cycles, the 82496 Cache Controller samples the address (along 
with a valid AP bit) and internally calculates the line address parity. If it detects an address 
parity error, the 82496 Cache Controller drives the APERR# signal low (refer to the APERR# 
detailed pin description for details) to flag the error to the memory bus controller. 

Note that when the Pentium processor is used with the 82496 Cache Controller/82491 Cache 
SRAM CPU bus address parity is automatically supported. The error indication given by either 
the CPU (APCHK#) or the 82496 Cache Controller cache controller (APERR#) may be 
ignored by the MBC if address parity is not supported. 

5.1.3.2. MEMORY BUS ADDRESS PARITY 

The 82496 Cache Controller cache controller generates and drives the memory address parity 
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bit (MAp) valid for each cycle it initiates on the memory bus. The MBC can ignore this signal 
if address parity is not supported. 

During 82496 Cache Controller/82491 Cache SRAM snoop cycles, MAP may be driven by the 
MBC to indicate the line address parity for the snooped address (the specific 82496 Cache 
Controller address pins are configuration dependent - refer to Table 4-3). If the 82496 Cache 
Controller detects a memory address parity error (based on the memory bus line address and 
the MAP bit driven by the MBC), it drives the MAPERR# signal low (refer to the MAPERR# 
detailed pin description for details) to flag the error to the memory bus controller. Again, the 
MBC can ignore this error indication if memory bus address parity is not supported. 

MAPERR# for any particular snoop operation is valid either from two CLKs after SNPSTB# 
(synchronous snoop mode) or one CLK after SNPCYC# (clocked and strobed snoop modes) 
until that same time during the subsequent snoop operation. MAPERR# is driven with the 
timings shown in Figure 5-17 for synchronous snooping mode and Figure 5-18 for the 
asynchronous snooping modes (clocked and strobed). 

ClK 

SNPSTB# 

MAPERR# ~ __ ~ __ ~~X~~~~IV~Al=ID~A~I ____ ~~xwl~~=ll~D~B~I __ ~_ 
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Figure 5-17. MAPERR# Timing for Synchronous Snoop Mode 
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Figure 5-18. MAPERR# Timing for Asynchronous Snoop Modes 

5.1.4. Data Control 
All data control is handled by the MBC, including handshaking data into and out of the 82496 
Cache Controller/82491 Cache SRAM and CPU, freezing data for allocations, pipelining data 
on the memory bus and retrying data as necessary. 

The 82491 Cache SRAM data path is separate from the address path. These paths do not have 
to operate at the same clock frequency, and it is possible, for example, for the 82491 Cache 
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SRAM to read data for a line fill even before the cycle has been guaranteed to complete on the 
memory bus via BGT#. 

The Address bus runs at the same clock frequency as the CPU bus (CLK). The memory data 
bus runs at a speed equal to or less than CLK (MCLK). 

Data transfer ... o and out of the 82491 Cache SRAMs take place in clocked mode or in 
strobed mode. The data transfer mode may be selected independently of the snoop mode. 

5.1.4.1. CPU DATA BUS TRANSFER CONTROL 

The Pentium processor latches or drives data upon active sampling of the BRDY# input from 
the MBC or the BRDYC# input from the 82496 Cache Controller. It is very important to data 
transfer timings that all of the processor chip set components receive equivalent data control 
signals. Therefore, it is a requirement that the MBC provide the Pentium processor, 82496 
Cache Controller cache controller, and all 82491 Cache SRAMs with the same BRDY# input. 
The 82496 Cache Controller also provides the Pentium processor and 82491 Cache SRAM 
functionally equivalent BRDYC# signals. See Figure 5-19 for clarification on BRDY# / 
BRDYC# / BRDYC1# / BRDYC2# interconnection between the processor chip set 
components. 

5.1.5. 

PENTIUM ™ PROCESSOR 
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Figure 5-19. BRDY# / BRDYC# I BRDYC1# / BRDYC2# Interconnection 

Memory Bus Mode Selection 

Clocked memory bus mode and Strobed memory bus mode determine how the MBC transfers 
data into and out of the 82491 Cache SRAM. 

In clocked mode, data is driven with reference to the Memory Clock (MCLK) input. MCLK is 
supplied by the MBC and can be of any frequency (within specs). To avoid the need for 
synchronization, MCLK may be such that the CPU clock frequency is a multiple of MCLK 
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frequency. MCLK may also be completely asynchronous, however, to take advantage of a 
given memory system or provide easy upgrades to higher clock frequencies. 

In clocked mode, MBRDY# clocks data into and out of the 82491 Cache SRAM memory 
buffers. MBRDY# is sampled on every rising edge of MCLK. When transfers complete, 
MEOC# ends the current memory cycle and switches to the next buffer. Likewise, MEOC# is 
sampled on every rising edge of MCLK. Other signals sampled with MCLK are MZBT#, 
MSEL# and MFRZ#. 

Data can also be driven with reference to the Memory Output Clock (MOCLK) input in 
clocked memory bus mode. MOCLK is a latch enable for the 82491 Cache SRAM data outputs 
which permits the output data to be skewed relative to MCLK. This allows the MDATA hold 
time and output valid delay to skew with MOCLK, offering additional flexibility to memory 
designs. 

In strobed mode, all data input and output signals are driven from or referenced to MBC 
strobing signals (i.e., MSEL#, MEOC#, MISTB, MOSTB). For example, data is driven out of 
82491 Cache SRAM with a rising or falling transition of MOSTB. In this way, strobed mode 
allows the 82491 Cache SRAM data bus to be used without clocks. 

In strobed mode, data is driven from the 82491 Cache SRAM with MOSTB transitions. Data is 
read into the 82491 Cache SRAM with MISTB transitions. The falling edge of MEOC# ends a 
memory cycle. Other memory signals sampled in strobed mode are MZBT#, MSEL# and 
MFRZ# (see the detailed pin descriptions for how these signals are sampled). Strobed mode 
signals have set-up and hold times to asynchronous control signal transitions. 

To place the 82491 Cache SRAM in strobed memory bus mode, the MCLK pin (MSTBM) is 
pulled high or low. If a clock is detected at this input, the 82491 Cache SRAM is placed in 
clocked mode. The detected clock becomes the MCLK reference. 

5.1.6. 82491 Cache SRAM Intelligent Dual-Ported Cache Memory 

5.1.6.1. 82491 CACHE SRAM DATA PATH 

82491 Cache SRAM cache data control is similar for clocked and strobed mode buses, using 
the same signals but different references. The following discussion assumes clocked mode. 

The section discusses the 82491 Cache SRAM data path in general terms and will be followed 
with a discussion of handling specific cycles later. 

The 82491 Cache SRAM has four memory buffers: two memory cycle buffers, one write-back 
buffer, and one snoop buffer. Each buffer is capable of holding an entire cache line of the 
longest configurable length. 

The 82491 Cache SRAM's memory cycle buffers are use~ to post writes, hold data during line­
fills, and transfer data on reads and I/O writes. The write-back buffer holds the replaced 
(modified) line ready to be written back to memory (or 2 lines if 2 lines/sector are used). The 
write-back buffer can be snooped in the event of a snoop hit. The snoop write-back buffer 
holds modified data that has been hit by a snoop. Since snoop hits are the highest priority 
cycles, this buffer will be emptied before any other cycle. 

The four 82491 Cache SRAM memory buffers are MUXed to the memory bus. The MUX 
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determines which buffer and, more specifically, which buffer slice is on the bus. When 
MBRDY# and MSEL# are asserted, a memory burst counter is incremented, allowing the 
MUX to select the next buffer slice. 

The memory burst counter follows the CPU burst order according to the sub-line address of the 
initial sliCe. When MZBT# is sampled active by the 82496 Cache Controller, the CPU initiated 
burst order is ignored and the memory bus read or write begins with burst address O. When the 
MBC finishes with one buffer, MEOC# is asserted to switch the MUX to the next buffer in 
line. MEOC# also resets the counter and latches the last data slice (if used instead of the last 
MBRDY# or MISTB/MOSTB). 

On the CPU side, the 82491 Cache SRAM contains two CPU buffers and a MUX to each. A 
CPU buffer captures data from the appropriate memory buffer or array and transfers it to the 
CPU. The MUX selects the data slice to be MUXed to the CPU bus. The counter associated 
with the selected MUX is incremented by BRDY#. 

The 82491 Cache SRAM array contains a MUX that selects the WAY that data will be read 
during hit cycles, based on the MRU algorithm. This MUX is used during write cycles to write 
data according to the proper WAY. 

5.1.6.2. MEMORY CYCLE BUFFERS 

The 82491 Cache SRAM contains two memory cycle buffers which are used for memory 
reads, allocations and memory writes. The buffers have a maximum configured width of 128 
bytes (distributed over the 16 data 82491 Cache SRAMs). The 82491 Cache SRAM uses the 
buffers in an alternating fashion, using the buffer available when the other has a posted write 
or is being used for a memory read. 

During allocation cycles, read for ownership may be implemented using the MFRZ# signal. If 
MFRZ# is sampled active during a write cycle with PALLC# active, the memory cycle buffer 
freezes write data so that the subsequent line fill loads data to occupy the surrounding 
locations. In this way, the write cycle need not be written to memory. The MBC must complete 
this "dummy" write cycle to the 82496 Cache Controller (i.e., provide BGT#, KWEND# and 
CRDY#). Following the line fill, the line must be tagged as Modified. 

5.1.6.3. WRITE-BACK AND SNOOP BUFFERS 

The write back and snoop buffers are 128 bytes wide to accommodate the maximum 82491 
Cache SRAM line length. The write back buffer is used when replaced data must be written 
back to main memory (including FLUSH and SYNC cycles) while the snoop buffer is used 
when data must be written out on a snoop hit to a modified line. 

Before a line fill completes, the 82496 Cache Controller determines whether it must remove a 
modified line to free space for a line fill. If necessary, the modified line is placed in the write­
back buffer and the line fill is filled via a memory cycle buffer. If the line fill is non-cacheable, 
the contents of the memory cycle buffer and the replacement write-back buffer are discarded, 
and the 82491 Cache SRAM array value is as it was before the line fill. 

Line-fill, replacement write-back, FLUSH, and SYNC cycles are not atomic. If a snoop request 
is initiated between cycles, the write-back buffer can be snooped, and data can be written 
directly out as needed. 
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5.1.6.4. MEMORY BUS CONTROL SIGNALS 

The main memory bus control signals, used to control the 82491 Cache SRAM's data path, 
buffers and MUXes, are BRDY#, MSEL#, MEOC#, MBRDY# and CRDY#. 

MSEL# enables the 82491 Cache SRAM memory interface and qualifies the MBRDY# signal. 
If MSEL# is inactive, MBRDY# is not recognized. MSEL# is also used to reset the memory 
burst counter. If MSEL# becomes inactive, the counter is initialized to its starting value. 
MSEL# may remain active for many cycles or for all cycles, but it must be inactive for some 
time after RESET (1 CLK is sufficient) to initialize the memory burst counter the first time. 

The MBC asserts MEOC# to finish with the current buffer and switch the memory bus to the 
next buffer to be used. MEOC# latches the last data segment (if not all MBRDY#s were given) 
and loads the memory burst counter with the next address before switching to the new buffer. 

MBRDY# is used to increment the memory burst counter to select the next data slice. 
MBRDY# strobes data out of the 82491 Cache SRAM during write cycles and loads data into 
the 82491 Cache SRAM during read cycles. MBRDY# is ignored by the 82491 Cache SRAM 
when MSEL# is inactive 

CRDY# completes the current cycle. When CRDY# is asserted, the 82491 Cache SRAM 
discards the buffer contents used in the current cycle and, on line-fills and allocations, loads 
the data into the 82491 Cache SRAM (cache SRAM) array. CRDY# must be asserted with or 
sometime after MEOC# has been asserted for a particular cycle. CRDY# is synchronous to the 
CPU clock but not to the memory clock. MEOC# is provided to allow the cycle to end on the 
memory bus and to allow a new cycle to begin before it is synchronized as the CRDY# input. 

An example of the 82491 Cache SRAM read data path is shown in Figure 5-20. The path 
between the CPU and the memory bus is "flow-through" rather than clocked. Each line of data 
in the CPU bus buffer is available at the memory buffer after some propagation delay. 
Likewise, each line of data in the memory buffer is available in the CPU buffer. Data is burst 
into and out of the memory buffer using MBRDY# or MISTB/MOSTB. Data is burst into and 
out of the CPU buffer using BRDY#. In this way, there is no need for synchronization between 
the memory and CPU data paths. 

During a CPU line fill, data may be returned to the CPU in two ways. First, when the memory 
buffer fills a 64-bit slice (with one MBRDY#), BRDY# may be asserted during the following 
clock to burst the line back to the CPU. Second, the memory buffer may be filled completely 
first (with four or eight MBRDY#s), and then BRDY# asserted on four consecutive clocks to 
burst data back to the CPU. 
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Figure 5·20. 82491 Cache SRAM Read Data Path 

5.1.6.5. 82491 CACHE SRAM PARITY DEVICES 

CPU BUS 
BUFFER 

MEMORY BUFFER 
#0 OR #1 

CDB40 

A 82491 Cache SRAM may be designated as a parity device. This is done be strapping the 
MBE#[PAR#] pin low during RESET. Two 82491 Cache SRAM SRAMs are used to provide 
the memory bus controller full data parity support. 

In data parity configuration, the 82491 Cache SRAM CPU bus pins CDATA[3:0] are 
connected to the Pentium processor Data Parity pins (DP[7:0]) and CDATA[7:4] are connected 
to the Pentium processor Byte Enable outputs (BE[7:0]). Refer to Figure 5-21. 
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Figure 5-21. Pentium™ Processor/82491 Cache SRAM Data Parity Connections 

5.1.7. Signal Synchronization 

The MBC must also provide proper synchronization as needed. The Pentium processor CPU­
Cache Chip Set runs at 66 MHz, along with most of its address and control-related signals, 
including CADS#, CDTS#, KWEND#, SWEND#, and CRDY#. Because the 82496 Cache 
Controller/82491 Cache SRAM allows the memory system to operate at lower frequency, the 
designer may choose to design an asynchronous memory bus running below 66 MHz. Such a 
scheme will require synchronization. 

Some system designers will choose a divided synchronous memory bus, wherein the memory 
system runs at 33 MHz and synchronization is unnecessary. 

The following is an example of a synchronization path used in generating KWEND#. 

KWEND# is generated to provide the 82496 Cache Controller with the MKEN# and MRO# 
parameters. When the 82496 Cache Controller generates the cycle address, the memory system 
decodes the address and generates MKEN# and MRO#, based on cacheability and read-only 
address maps. These signals are asserted to the 82496 Cache Controller along with 
MKWEND#. MKWEND# tells the MBC that MKEN# and MRO# are valid and that 
KWEND# must be generated. Since the MKWEND# is synchronous with the memory bus, it 
must be synchronized to become KWEND#. KWEND# then causes the 82496 Cache 
Controller to sample MKEN# and MRO#. 
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5.1.8. Warm Reset 

Wann reset enables the CPU portion of the Pentium processor CPU-Cache Chip Set cache core 
to be reset without resetting the primary or secondary caches (or the Pentium processor 
floating point unit). 

To initialize the Pentium processor without affecting the first level caches, the MBC can assert 
INIT to the CPU as per the Pentium™ Processor Data Book. 

5.1.9. 

NOTE 

Refer to the Pentium™ Processor Data Book for details on INIT. The 82496 
Cache Controller/82491 Cache SRAM cache may be active while the 
Pentium processor cache is being initialized. This is permitted because the 
Pentium processor allows back-invalidations during initialization. 

Handling of Large Caches / Larger Line Sizes 

A 512K cache can be configured with either 64 byte or 128 byte line size. For a 128-bit bus 
configuration, the 64 byte line size requires 4 bus transactions per cache line, whereas the 128 
byte line size requires 8 transactions per cache line. In a 512K cache configuration, each 
BE[7:0]# output of the Pentium processor connects to the BE# input of two 82491 Cache 
SRAM devices. 

A 512K cache can be connected to a 64-bit memory bus using the existing configuration 
options, as well as some external logic and control. For a clocked memory bus implementation, 
a description of a 512K cache connection to a 64-bit memory bus follows. The 82491 Cache 
MDOE# input is divided into two signals: MDOEL# and MDOEH#. Similarly, the 82491 
Cache SRAM MBRDY# input is divided into MBRDYL# and MBRDYH#. The 16 82491 
Cache SRAM devices are split into a "low" bank, which outputs/inputs the low 64-bits of data 
ont%ff of the memory bus, and a "high" bank, which outputs/inputs the high 64-bits of data 
ont%ff of the memory bus. The MDOEL# and MBRDYL# signals are connected from the 
MBC to the low bank; the MDOEH# and MBRDYH# signals are connected from the MBC to 
the high bank. The MBC is responsible for asserting MDOEL#, MDOEH#, MBRDYL#, and 
MBRDYH# such that no bus conflict occurs. The MDOEL# and MDOEH# signals retain the 
same functionality and timing requirements as the MDOE# signal; however, the MDOEL# 
signal, for example, only acts as the output enable for the low bank of 82491 Cache SRAM 
devices. Similarly, the MBRDYL# and MBRDYH# signals retain the same functionality as 
the MBRDY# signal. Refer to Figure 5-22 for a depiction of the 512K cache to 64-bit memory 
bus connection. 

During linefills to both the 82496 Cache Controller/82491 Cache SRAM and the Pentium 
processor, the processor reads one half of a CPU cache line for each assertion of MBRDY#. 
The MBC may start to assert BRDY# (for CPU data transfer) after it asserts the second 
MBRDY# of memory bus transfer. 
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HIGH 82491 's LOW 82491's 

CDB96 

Figure 5·22. 512K Cache, 64·Bit Bus 

5.1.10. 82496 Cache Controller Guaranteed Signal Relationships 

The 82496 Cache Controller and 82491 Cache SRAM will guarantee certain signal 
relationships (Le. specific signal assertion order during normal memory bus cycles). The 
Memory Bus Controller must also insure certain specific signal relationships for a Pentium 
processor CPU-Cache Chip Set subsystem. This section describes these signal relationships 
enforced by the 82496 Cache Controller and 82491 Cache SRAM, and those which the MBC 
must enforce. 

1. CADS# will occur before or with CDTS#. (CADS# <= CDTS#). 

2. Address (MSET, MTAG, MCFA) , address parity (MAP), cycle control (APIC#, 
CCACHE#, CD/C#, CM/lO#, CPCD, CPWT, CSCYC, CW/R#, CWAY, MBT[3:0], 
MCACHE#, NENE#, PALLC#, RDYSRC, SMLN#), and locking signals (KLOCK#) will 
be stable with respect to CADS# (see CADS# pin description for details). 

3. Write data from the 82491 Cache SRAM will be stable (or the buffer available) with 
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respect to CDTS# (see CDTS# pin description for details). 

5.1.11. 82496 Cache Controller Cycle Progress Requirements 

1. All 82496 Cache Controller memory bus cycles initiated by CADS# (not SNP ADS#) 
require BGT# and CRDY# activation. 

2. KWEND# activation represents only the end of the cacheability window, and does not 
imply that the bus has been guaranteed to the 82496 Cache Controller (BGT#). 

3. SWEND# activation represents only the end of the snooping window, and does not imply 
that the bus has been guaranteed to the 82496 Cache Controller (BGT#) or the closure of 
the cacheability window (KWEND#). 

4. CRDY# activation represents only the end of the current cycle on the memory bus, and 
does not imply the closure of the snooping window (SWEND#). 

5. In cycles which do not require KWEND# and/or SWEND# activation, those signals may 
be kept inactive. When KWEND# and SWEND# are applicable, they must fulfill the 
following precedence rule: BGT# <= KWEND# <= SWEND#. 

6. Cycles initiated by SNPADS# require CRDY# but do not require other cycle progress 
signals (BGT#, KWEND#, SWEND#). 

5.1.12. 82496 Cache Controller Input Signal Recognition 
Requirements 

1. CNA# is recognized between BGT# and CRDY#. (BGT# <= CNA# <= CRDY#). 

2. CNA# is recognized between CDTS# and CRDY#. (CDTS# <= CNA# <= CRDY#). 

3. Once a signal is recognized, it is a "don't care" until CRDY#. 

4. BGT# is only recognized after CADS# and after the CRDY# of the previous (pipelined) 
memory bus cycle, but only if neither SNPCYC# nor SNPBSY# and MHITM# are active 
(If SNPBSY# is active, BGT# is only blocked in hits to [M] cases - where the bus would 
be writing back the modified data). 

5. If a signal is not recognized it may be held active until it is recognized (Le. a signal is 
simply ignored until the recognition window opens). 

5.1.13. 82496 Cache Controller and 82491 Cache SRAM CRDV# 
Requirements 

1. CRDY# must be after CDTS#. (CDTS# < CRDY#). 

2. CRDY# must be after BGT#. (BGT# < CRDY#). 

3. Cycles initiated by SNPADS# require CRDY# but do not require other cycle progress 
signals (BGT#, KWEND#, SWEND#). 

4. CRDY# must be after KWEND# for line fills and write-throughs with potential allocation. 
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(KWEND# < CRDY# (LFIL, WTPA». 

5. CRDY# must be at least 3 CPU clocks after BGT# for line fills and allocations. (BGT# + 3 
<= CRDY# (LFlL, ALLOC». (This to allow enough time for the 82496 Cache Controller 
to load the write-back buffers from the array if a replacement is needed). 

6. On CPU read cycles, the last BRDY# (LBRDY#) of Cycle N must be activated prior to the 
CRDY# of cycle N+ 1. This rule insures that only one read cycle can be completed on the 
memory bus prior to completing delivery of the data to the CPU. 

7. MEOC# for cycle N must be sampled with or before CRDY# for that cycle. 

8. MEOC# for cycle N+ 1 must be sampled at least one CLK after CRDY# for cycle N. 

5.1.14. 82496 Cache Controller Cycle Attribute Sampling 
Requirements 

1. MKEN# and MRO# must meet set up and hold times to the CPU clock in which 
KWEND# is sampled active. 

2. MWB!WT# and DRCTM# must meet set up and hold times to the CPU clock in which 
SWEND# is sampled active. 

5.1.15. Pentium Processor, 82496 Cache Controller, and 82491 
Cache SRAM BROY# Requirements 

1. The first BRDY# must be asserted with or following BGT#. (BRDY# >= BGT#). 

2. The first BRDY# must be after CDTS#. (BRDY# > CDTS#). 

3. For reads, data must be VALID and stable at the pins of the CPU on the CLK of BRDY#. 
The MBC is responsible for ensuring that other caches have been snooped (and modified 
data written back if necessary). 

4. The last BRDY# for cycle N must be asserted one CLK before MEOC# for cycle N+ 1. 

5. BRDY# of a non-cacheable 82496 Cache Controller Read cycle (MKEN# returned 
inactive) which is cacheable by the Pentium processor (active CACHE#), must be issued at 
least 1 CLK after KWEND# (at which time KEN# and BLAST# are valid). 

6. BRDY# of a cacheable 82496 Cache Controller Read cycle (active MKEN#) which is non 
cacheable by the Pentium processor (inactive CACHE#) can be issued before, with, or 
after KWEND#. 

7. For Read-Miss cycles, the first BRDY# must be > 1 + 4 * LR CLKs from the last 
SNPCYC# before BGT#. (Note: LR=Line Ratio) 

8. For Read-Miss cycles, the first BRDY# of cycle N must be > 4 * LR CLKs from the first 
BRDY# of cycle N-1. (Note: LR=Line Ratio) 
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5.1.16. 82496 Cache Controller Cycle Progress Signal Sampling 
Requirements 

Cycle Progress signal need to be active for at least I CLK in the specified window. When 
sampled active, the 82496 Cache Controller will hold their state internally until CRDY# of the 
cycle. Signals activated outside their specified window will be ignored. 

For pipelined memory buses, sampling of the cycle progress signals will NOT be enabled 
before the CRDY # of the previous cycle. 

1. BGT# is required for every CADS# initiated cycle. BGT# is not required for cycles that 
start with SNPADS#. 

2. KWEND# is required only for cycles that use MKEN# and/or MRO# (cacheable memory 
read and write through with potential allocate). 

3. SWEND# is required explicitly only for cycles which use MWB/WT# and/or DRCTM# 
and change tag states: line-fills, allocations, write-through potentially upgradeables. 

NOTE 

SWEND# has an additional function of enabling snoops. If SWEND# is not 
activated for a cycle, snoops will be disabled until CRDY# of the cycle. 

4. CRDY# is required explicitly for all cycles, both CADS# and SNPADS# initiated. 

5. CNA# is optional for all cycles. 

6. During SNP ADS# cycles the 82496 Cache Controller insures that CDTS# will be activated 
at least 1 CLK after SNP ADS# and that CADS# and SNP ADS# will never be activated on 
the same clock. 

7. Snoop-Write-Back cycles: 

5-34 

a. The 82496 Cache Controller only samples the CRDY# response. 

b. The 82496 Cache Controller assumes that the Bus Controller owns the bus to perform 
the intervening write-back (Restricted Back-Off Protocol) and that no other agents 
will snoop during this cycle. 

c. The 82496 Cache Controller will ignore CNA#. 

• 
• 
• 
• 

NOTE 

Line fill = CM/lO# . !CW/R# . !MCACHE# . RDYSRC 

Allocation = CM/lO# . !CW/R# . !MCACHE# . !RDYSRC 

Write through potential allocate = !P ALLC# 

Write through potential upgrade = CM/lO# . CW /R# . P ALLC# . 
KLOCK# . !CPCD . !CPWT 
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5.1.17. 82491 Cache SRAM Data Control Signal Requirements 

1. The first MBRDY# must come after CADS# assertion. 

2. The last MBRDY# must come before or on the CLK of MEOC# assertion. 

3. MEOC# is asserted before or on the same CLK as CRDY#. 

4. MEOC# for cycle N+l must be asserted at least one CLK after the CRDY# of cycle N. 

5. MEOC# for cycle N+l must be asserted at least one CLK after the last BRDY# of cycle N. 

5.1.18. Semaphore (Strong Write Ordering) Consistency 
In systems with multiple Pentium processor CPU-cache subsystems, it is possible to violate 
write ordering when the 82496 Cache Controller has been configured to be strong write 
ordered. This section describes an example of when system integrity can be violated, and 
provides the MBC "rules" which allow the 82496 Cache Controller to remain strongly write 
ordered. 

The 82496 Cache Controller is optimized for high performance. In order to achieve this high 
performance the 82496 Cache Controller overlaps back-invalidations of the primary 
(processor) cache with other activities. Normally this overlapping does not cause any 
problems. However, in systems where Locked Semaphores are used to insure mutual exclusion 
of processor access to shared data, special care is needed to insure that once the semaphore has 
been obtained, that all back-invalidations of the primary Cache have been completed. This 
special care is needed to ensure that all data accessed within a CRITICAL REGION 
surrounded by a locked semaphore is strongly consistent (i.e., this will guarantee that the CPUs 
in the system will not get stale data). 

Since the 82496 Cache Controller queues snoop back-invalidation cycles, it could happen that 
the CPU will get the data of a read-miss (to a semaphore) before the back-invalidation (of the 
semaphore-protected memory location) occurs. If the snoop is due to another processor writing 
to the entry protected by the semaphore, a data consistency problem occurs (i.e., the CPU will 
use stale data - the value prior to the other CPUs write). This can happen ONLY if the MBC 
provides the data for the read miss fast enough. 

MBC rules for driving the fIrst BRDY# of the read miss are defined here in order to ensure no 
reads around the back invalidation queue occur. These rules apply to READ cycles and I/O 
writes. These rules are necessary in order to ensure strong write ordering (note that LR is the 
Line-Ratio, and FBRDY# = fIrst BRDY#): 

1. FBRDY(N) > 1 + 4 * LR CLKs from the last SNPCYC# before the BGT# of the current 
cycle 

2. FBRDY(N) > 4 * LR CLKs from FBRDY(N-l) 
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5.2. DETAILED PENTIUM PROCESSOR CPU-CACHE CHIP SET 
PIN DESCRIPTIONS 

This section provides a detailed functional description of each external interface signal. The 
signals are listed in alphabetical order. The heading for each description summarizes the key 
pin attributes and is organized as follows: 

Pin Symbol Name 

Function 

Input or Output, Pin Number 

Synchronous or Asynchronous 

Internal Pull-Up/Down present or Glitch Free signal 

Each heading is followed by three sections. The Signal Description section provides 
information about a signal's function, its usage and its operational mode. The When 
Sampled/When Driven section indicates when the signal is generated or sampled. The Relation 
to Other Signals section discusses how other signals are related to the signal, and discusses 
shared pins and synchronization r~quirements. 

5.2.1. Signal/Category Cross-Reference 

5.2.1.1. CONFIGURATION SIGNALS 

CFG[2:0], CLDRV, FLUSH# (VCC), HIGHZ#, MALDRV, MDLDRV, MSTBM, MTR4/8#,. 
MX4/8#, P AR#, SLFTST#, SNPMD, WWOR# 

5.2.1.2. SNOOPING SIGNALS 

MHlTM#, MTHIT#, SNPADS#, SNPBSY#, SNPCLK, SNPCYC#, SNPINV, SNPNCA, 
SNPSTB#, MCFA[6:0], MSET[1O:0]~MTAG[11:0], MAP, MAPERR# 

5.2.1.3. CYCLE ATTRIBUTE / PROGRESS SIGNALS 

BGT#, BRDY#, CNA#, CRDY#, DRCTM#, KWEND#, MKEN#, MRO#, MWB/WT#, 
SWEND# 

5.2.1.4. CYCLE CONTROL SIGNALS 

APIC#, CAHOLD, CADS#, CD/C#, CDTS#, CM/lO#, CCACHE#, CPCD, CPWT, CSCYC, 
CW!R#, CWAY, KLOCK#, MCACHE#, NENE#, PALLC#, RDYSRC, SMLN# 
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5.2.1.5. MEMORY ADDRESS BUS AND ADDRESS CONTROL SIGNALS 

MALE, MAOE#, MBALE, MBAOE#, MBE#[7:0], MBT[3:0], MCFA[6:0], MSET[1O:0], 
MTAG[1l:0], MAP, MAPERR# 

5.2.1.6. MEMORY DATA BUS AND DATA CONTROL SIGNALS 

MBRDY#(MISTB), MDATA[7:0], MDOE#, MEOC#, MFRZ#, MOCLK(MOSTB), MSEL#, 
MZBT# 

5.2.1.7. CACHE SYNCHRONIZATION SIGNALS 

FLUSH# (82496 Cache Controller), FSIOUT#, SYNC# 

5.2.1.8. CPU SIGNALS 

A20M#, APCHK#, BP[3:2], BP/PM[I:0], BRDY#, BREQ, BUSCHK#, CLK, FERR#, 
FLUSH# (Pentium processor), FRCMC#, HIT#, HLDA, HOLD, IBT, IERR#, IGNNE#, INIT, 
INTR, IU, IV, NMI, PCHK#, PEN#, PRDY, RlS#, RESET, SM!, SMIACT# 

5.2.1.9. TEST SIGNALS 

TCK, TDI, IDO, TMS, TRST# 

5.2.1.10. PENTIUM PROCESSOR BUS OPTIMIZED INTERFACE SIGNALS 

A[31:3] (Pentium processor), A[15:0] (82491 Cache SRAM) ADS#, ADSC#, AHOLD, AP, 
BE[7:0]#, BOFF#, BRDYC#, BRDYC1#, BT[3:0], CACHE#, CDATA[7:0], CFA[6:0], D/C#, 
D[63:0], DP[7:0], EADS#, EWBE#, HITM#, INV, KEN#, LOCK#, M/IO#, NA#, PCD, PWT, 
SCYC, SET[1O:0], TAG[1l:0], W/R#, WB/WT# 

5.2.1.11. 82496 CACHE CONTROLLER/82491 CACHE SRAM OPTIMIZED 
INTERFACE SIGNALS 

BLAST#, BLEC#, BRDYC2#, BUS#, MA WEA#, MCYC#, WAY, WBA[SEC2#], 
WBTYP[LRO], WBWE#[LR1], WRARR# 
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5.2.2. Pentium Processor CPU-Cache Chip Set Detailed Pin 
Descriptions 

5.2.2.1. A[31 :3)1 A[15:0) 

A[31:3] Pentium processor Address bits 
A[15:0] 82491 Cache SRAM Address bits 

A[31 :3] are Pentium processor Address pins and A[15:0] are 82491 Cache SRAM 
Address Pins. 

Input/Output Pentium processor signals (pins: V19, W05, V20, VOG, V21, T09, 
U19, U08, U20, U09, U21, U10, T10, U11, T11, U12, T12, U13, T13, U14 T14, 
U15, T15,U16, T16, U17, U18,W19, T17) 

Input 82491 Cache SRAM signals (pins: 82, 81, 80, 79, 78, 77, 76, 75, 73, 71, 70, 
69, 68, 67, 66, 65) 

Synchronous to ClK 

Signal Description 

Refer to the Pentium™ Processor Data Book for a detailed description of the CPU A[31:3] 
signals. 

82491 Cache SRAM address pins, A[15:1], are connected to CPU address pins A[17:3], and 
82491 Cache SRAM address pin AO is always connected to VSS. The Pentium processor 
Address pins, A[31:3], are connected to 82496 Cache Controller address pins CFA[6:0], 
SET[1O:0], and TAG[11:0]. The specific address pin connections are configuration dependent. 
Refer to the Initialization and Configuration chapter for additional details. 
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5.2.2.2. A20M# 

A20M# Address bit 20 Mask 

Masks address bit 20. 

Input to Pentium processor (pin U05) 

Asynchronous 

Signal Description 

Refer to the Pentium™ Processor Data Book for a detailed description of this signal. 
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5.2.2.3. ADS# 

ADS# Address Strobe 

Indicates the start of a CPU cycle to the cache SRAM. 

Output from Pentium processor (pin P04), Input to 82491 Cache SRAM (pin 63), 
Input to 82496 Cache Controller (pin C16) 

Synchronous to ClK 

82496 Cache Controller and 82491 Cache SRAM internal Pull-ups 

Signal Description 

Refer to the Pentium™ Processor Data Book for a detailed description of this signal. The 
Pentium processor ADS# output signal is connected to the 82491 Cache SRAM ADS# input 
pin. The 82496 Cache Controller ADS# input pin is connected to the Pentium processor 
ADSC# output signal. 
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5.2.2.4. ADSC# 

ADSC# Address Strobe 

Indicates the start of a CPU cycle to the cache controller. 

Output from Pentium processor (pin N04) 

Synchronous to ClK 

Signal Description 

This signal is functionally identical to the Pentium processor ADS# output signal, and is 
connected to the 82496 Cache Controller ADS# input. Refer to the Pentium™ Processor Data 
Book for a detailed description of the ADS# signal. 
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5.2.2.5. AHOLD 

AHOlD Address Hold 

Causes the CPU to float its address bus. 

Output from 82496 Cache Controller (pin BI8), Input to Pentium processor (pin 
lO2) 

Synchronous to ClK 

Signal Description 

AHOLD is the CPU bus address hold request. The 82496 Cache Controller will drive AHOLD 
active when it needs to perform CPU inquire, back-invalidation, flush, or sync cycles. When 
AHOLD is active, the CPU does not drive the CPU address bus. During address hold the 
82496 Cache Controller will drive the address bus and address parity bits. 

When Driven 

The 82496 Cache Controller activates AHOLD during snoop write back cycles, replacement 
write back cycles, reset, initialization, and self test. 

Relation to Other Signals 

Pin Symbol Relation to Other Signals 

CAHOlD Reflects the value of AHOlD on the memory bus (except during BIST). 
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5.2.2.6. AP 

AP Address Parity 

Indicates CPU address bus parity. 

Input/Output between 82496 Cache Controller (pin A08), and Pentium processor 
(pin P03) 

Synchronous to ClK 

Signal Description 

AP is a CPU bus address parity signal. It indicates the parity of the Pentium processor line 
address bits (i.e., A[31 :5]). 

When Driven 

AP is driven by the Pentium processor when AHOLD is inactive (CPU initiated cycles), and is 
driven by the 82496 Cache Controller when AHOLD is active (for example, during processor 
snoop, flush, or sync cycles). For processor initiated cycles, AP is valid from ADS# to NA or 
BRDY#. For processor snoop cycles, the 82496 Cache Controller drives AP valid during the 
CLK of EADS#. Note that BT[3:0] must be low for the 82496 Cache Controller to generate a 
correct AP signal. 

Relation to Other Signals 

Pin Symbol Relation to Other Signals 

A[31 :5] AP represents th·e parity of the Pentium processor line address, A[31 ;5], and the 
corresponding 82496 Cache Controller address lines (i.e., CFA, TAG, SET). 

AHOlD AP is an input to the 82496 Cache Controller (from the Pentium processor) when 
AHOlD=O, and an output from the 82496 Cache Controller (to the Pentium 
processor) when AHOlD= 1 . 
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5.2.2.7. APCHK# 

APCHK# Address Parity Check Status 

Indicates a CPU address bus parity error during inquire or back invalidation 
cycles. 

Output from Pentium processor (pin W03) 

Synchronous to ClK 

Glitch Free 

Signal Description 

Refer to the Pentium™ Processor Data Book for a detailed description of this signal. 
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5.2.2.8. APERR# 

APERR# Address Parity Error 

Indicates that a CPU Bus address parity error occurred. 

Output from 82496 Cache Controller (pin S01) 

Synchronous to ClK 

Glitch Free 

Signal Description 

APERR# is driven active in CPU cycles whenever there is a CPU address parity checking 
error. 

When Driven 

APERR# is activated at least two CLKs after ADS#, and stays active for a minimum of one 
CPU CLK. The 82496 Cache Controller begins checking address parity on the clock of the 
CPU ADS#, and will keep checking until the address is internally latched. This internal 
latching is guaranteed to happen before NA# or the first BRDY#. 

APERR# is inactive during RESET, and remains inactive until at least 5 CLKs after RESET 
goes inactive. 

Relation to Other Signals 

Pin Symbol Relation to Other Signals 

CFA,SET,TAG APERR# is driven active only after a wrong line address parity is driven to the 
82496 Cache Controller on the AP input during a CPU cycle. 
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5.2.2.9. APIC# 

APIC# Advanced Programmable Interrupt Controller Address Decoding 

Indicates cycle address in an APIC· address. 

Output from 82496 Cache Controller (pin N01) 

Synchronous to ClK 

Refer to the "82489DX Advanced Programmable Interrupt Controller - Advance Information," July 1992, 
Order Number 290446-001. 

Signal Description 

APIC# is asserted by the 82496 Cache Controller to indicate that the address of a given 
memory cycle is an APIC address (i.e., FE EO 00 00 - FE EO 03 FF Hex). APIC is the 
advanced programmable interrupt controller for 32 bit high performance operating systems. It 
has features built-in which improve performance in multitasking operating systems (both 
uniprocessor and multiprocessor). It meets the functional requirements of interrupt controllers 
in multiprocessor systems. Note that BT[3:0] must be low in order to ensure the proper 
assertion of APIC#. 

When Driven 

APIC# is valid with CADS# and remains valid until CNA# or CRDY# is asserted. 

Relation to Other Signals 

Pin Symbol Relation to Other Signals 

CADS# Address and cycle specification signals (i.e., APIC#, CCACHE#, CD/C#, CM/IO#, 
CPCD, CPWT, CSCYC, CW/R#, CWAY, KlOCK#, MAP, MBT[3:0), MCACHE#, 
MCFA, MSET, MTAG, NENE#, PAllC#, RDYSRC, and SMlN#) are valid with 
CADS#. 

MCFA, MSET, MTAG APIC# is a pure address decode of MCFA, MSET, MTAG. 
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5.2.2.10. BE#,BE[7:0]# 

BE[7:0]# Pentium processor Byte Enables 
BE# 82491 Cache SRAM Byte Enable 

Controls data for partial writes. 

Output from Pentium processor (pins W01, U07, S04, T06, V01, U06, 004, U04), 
Input to 82491 Cache SRAM (pin 64) 

Synchronous to ClK 

Signal Description 

Refer to the Pentium™ Processor Data Book for a detailed description of the BE[7:0]# signals. 
For a 512K cache configuration (16 82491 Cache SRAM devices), each BE[7:0]# output of the 
Pentium processor is connected to the BE# input of two 82491 Cache SRAM devices. 

Relation to Other Signals 

Pin Symbol Relation to Other Signals 

CDATA[7:4] The Pentium processor byte enable outputs are connected to the 82491 Cache 
SRAM CDATA[7:4] pins for 82491 Cache SRAMs configured to be data parity 
devices. Refer to section 5.1.6.5. 
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5.2.2.11. BGT# 

BGT# Bus Guaranteed Transfer 

Indicates MBC commitment to bus cycle completion. 

Input to 82496 Cache Controller (pin N04) 

Synchronous to ClK 

Internal Pu II-up 

Signal Description 

The 82496 Cache Controller owns all bus cycles initiated by CADS# until the MBC accepts 
ownership, and within this period, cycles may be aborted because of snoop write-backs. The 
MBC signals its acceptance of ownership by driving BGT# active. CRDY# signals cycle 
completion. 

Once BGT# is asserted, the 82496 Cache Controller does not perform snoop lookups until the 
end of the snooping window (until SWEND# is active). A snoop address is latched if 
SNPSTB# is asserted between BGT# and SWEND#, but the snoop lookup does not begin until 
the second CLK after SWEND# is sampled active by the 82496 Cache Controller. 

When Sampled 

The 82496 Cache Controller begins sampling the BGT# input after it asserts CADS#. BGT# 
should be asserted prior to or with MEOC# for a given cycle. 

BGT# is a "don't care" input after it has been recognized for a particular cycle and until 
CRDY# (regardless of a pipelined CADS# issued before CRDY#). BGT# is ignored if there is 
no outstanding CADS#. BGT# is also a "don't care" signal once a cycle started by CADS# is 
aborted by a snoop and until a new CADS# is issued. 
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Relation to Other Signals 

Pin Symbol Relation to Other Signals 

BRDY# BGT# must be asserted with or before BRDY# assertion by the MBC. 

CADS# BGT# follows every assertion of CADS# unless the cycle is aborted because of a 
snoop. 

CNA# CNA# is recognized between BGT#/CDTS# (the later of the two) and CRDY#. 

CRDY# BGT# must precede CRDY#. BGT# must precede CRDY# by at least three ClKS 
for line fills and allocations. 

BGT# is only recognized after the CRDY# of the previous memory bus cycle, but 
only if neither SNPCYC# nor SNPBSY# and MHITM# are active (If SNPBSY# is 
active, BGT# is only blocked in hits to [M] cases - where the bus would be writing 
back the modified data). 

KWEND# BGT# must be asserted before or with the KWEND# and SWEND# assertion. 

MEOC# BGT# must be asserted before or with MEOC# assertion. 

MHITM# BGT# is ignored when SNPCYC# is active and when both SNPBSY# and 
MHITM# are active. 

SNPADS# BGT# is not required following SNPADS# assertion. 

SNPBSY# BGT# is ignored when SNPCYC# is active and when both SNPBSY# and 
MHITM# are active. 

SNPCYC# BGT# is ignored when SNPCYC# is active and when both SNPBSY# and 
MHITM# are active. 

SWEND# BGT# must be asserted before or with the KWEND# and SWEND# assertion. 
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5.2.2.12. BLAST# 

BLAST# Burst Last 

Indicates the end of a burst cycle. 

Output from 82496 Cache Controller (pin 016), Input to 82491 Cache SRAM (pin 
59) 

Synchronous to CLK 

Signal Description 

BLAST# indicates that the current CPU BRDY# or BRDYC# is the last of the burst sequence. 
The 82496 Cache Controller will decode cycle length information from the Pentium processor 
CACHE# and D/C# pins, and from the MKEN# and MRO# inputs from the MBC. It will drive 
BLAST# as an output to provide the burst last indication to the 82491 Cache SRAMs. 

Refer to Table 5-1 in section 5.1.1.1 for cycle identification and length details. 

When Driven 

BLAST# is driven with the last BRDYC# of a burst sequence or with the single BRDYC# of a 
non-burst cycle. 

Relation to Other Signals 

Pin Symbol Relation to Other Signals 

BROYC# BLAST# qualifies the BROYC# signal to the 82491 Cache SRAMs. 
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5.2.2.13. BlE# 

BlE# Byte Enable latch Enable 

Controls the enable line of an external byte enable latch. 

Output from 82496 Cache Controller (pin D17) 

Synchronous to ClK 

Signal Description 

BLE# is used to control the enable line of a 377-type external byte enable latch (Clock Edge 
Triggered). This signal is not necessary when using the Pentium processor with the 82496 
Cache Controller/82491 Cache SRAM cache since those signals are latched within the 82496 
Cache Controller and 82491 Cache SRAM and are passed to the MBC. This latch is used to 
capture CPU signals which were not latched within the C5 Cache Controller or C8 Cache 
SRAM (e.g. PWT, PCD, CACHE#, SCYC, and BE[7:0]#) for the Intel486™ DX or i860™ xp 
CPUs. 

Relation to Other Signals 

Pin Symbol Relation to Other Signals 

BlEC# BlE# is functionally identical to BlEC#. 
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5.2.2.14. BLEC# 

BlEC# Byte Enable Latch Enable 

Controls the enable line of an internal byte enable latch. 

Output from 82496 Cache Controller (pin P19), Input to 82491 Cache SRAM (pin 
34) 

Synchronous to ClK 

82491 Cache SRAM internal Pull-down 

Signal Description 

BLEC# is used to control the enable line of a 377-type internal byte enable latch (clock edge 
triggered) in the 82491 Cache SRAMs. BLEC# causes the CPU byte enable signals to be 
latched within 8 of the 82491 Cache SRAM devices, and held on the 82491 Cache SRAM 
MBE# outputs. 

The byte enable latching is controlled by a 82491 Cache SRAM input, BLEC#, from the 82496 
Cache Controller. The latch samples BE# at each clock rising edge when BLEC# is low. When 
BLEC# is high, the latch is closed and MBE# [P AR#] is driven to the memory bus according 
to the corresponding CPU BE[7:0]# level. 

NOTE 

Connect 8 82491 Cache SRAM BLEC# input pins to the 82496 Cache 
Controller BLEC# output. Remaining 82491 Cache SRAM BLEC# inputs 
must be either connected to VSS or left as no-connects. 

When Driven 

BLEC# is driven inactive to hold the CPU byte enables when the 82496 Cache Controller 
samples ADS# asserted and there is no cycle active on the memory bus. See Figure 5-23. 

ClK 

ADS# 

BlECil 

MBEt 

. . . 
CADS# T\..l.-II 

CDB41 

Figure 5·23. SlEC# Deassertlon Due to ADS# Assertion 
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If an ADS# for a cycle which needs the memory bus has been previously issued, and the 82496 
Cache Controller samples CNA# or CRDY# asserted (for a previous memory bus cycle), then 
the 82496 Cache Controller will assert BLEC# for one CLK to latch the CPU byte enables. See 
Figure 5-24. 

ClK~ 
ADS# I < I .REVIOU~ ADS# 

~ 
I VAll! n·l Il®< I VALID n 

BlEC# 

CNA# 
orCRDY# 

MBE# 

CADS# ~ 

CDB42 

Figure 5-24. BLEC# Assertion Due to CNA# or CRDY# Assertion 

If the ADS# cycle to the 82496 Cache Controller is a cache hit, then BLEC# will be asserted 
immediately (i.e., it could be inactive for as short as one CLK as shown, or longer). See 
Figure 5-25. 

ClK ~ 
~ I GOES lOW IFA HIT 

i ~ ~ . --.[ IN 82496 TAGRAM 

I I ~\J-. 
~""",,,,*,,~ IVALlDn I X0""~"'~'0J0t:""~~:<::'I 

ADS# 

BlEC# 

MBE# 

CDB43 

Figure 5-25. BLEC# Assertion Due to Hit in 82496 Cache Controller Tag RAM 

Relation to Other Signals 

Pin Symbol Relation to Other Signals 

BLE# BLEC# is functionally identical to BLE#. 

BE[7:0]# BLEC# causes the CPU byte enables, BE[7:0]#, to be latched in the 82491 Cache 
SRAM devices and driven out to the memory bus on the MBE# pins. 
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5.2.2.15. BOFF# 

BOFF# Back Off 

Prevents CPU bus deadlock by aborting outstanding Pentium processor cycles. 

Output from 82496 Cache Controller (pin H16), Input to Pentium processor (pin 
K04) and 82491 Cache SRAM (pin 36) 

Synchronous to ClK 

82491 Cache SRAM internal Pull-up 

Signal Description 

This signal is an input to the Pentium processor and gives the 82496 Cache Controller the 
capability to abort a CPU cycle when required. The 82496 Cache Controller will only activate 
BOFF# during situations where a deadlock exists (e.g., CPU miss cycle, 82496 Cache 
Controller inquire cycle: deadlock on usage of the CPU bus). BOFF#, when asserted, allows 
the 82496 Cache Controller to prevent CPU bus deadlock by causing the Pentium processor to 
abort the current cycle and float its bus. 

BOFF# is also an input to the 82491 Cache SRAMs and, when active, causes the SRAMs to 
clear their CPU bus cycle information since the current CPU bus cycle will be aborted. 
Activity on the memory bus (i.e., a posted write) will continue without interruption. 

When Driven 

BOFF# is driven when an inquire to the Pentium processor hits a line in [M] state, and there is 
an outstanding cycle that cannot be completed (cannot receive its last BRDY# or BRDYC#). 
The BOFF# signal will be driven for 1 CLK only. 

Relation to Other Signals 

None. 
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5.2.2.16. BP[3:2], PM/BP[1 :0] 

BP[3:2], PM/BP[1 :0] Breakpoint and Performance Monitoring 

BP[3:0] externally indicate a breakpoint match. 

Outputs from Pentium processor 

Signal Description 

Please refer to Appendix A for more information. 
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5.2.2.17. BRDY# 

BRDY# Burst Ready 

Burst ready input. 

Input to Pentium processor (pin l04), 82496 Cache Controller (pin 002), and 
82491 Cache SRAM (pin 60) 

Synchronous to ClK 

Signal Description 

BRDY# is an MBC output to the Pentium processor, 82496 Cache Controller cache controller, 
and 82491 Cache SRAM cache memories. In the CPU, BRDY# provides the BRDY# function 
described in the Pentium processor DATA BOOK. In the 82491 Cache SRAM memories, 
BRDY# increments the CPU latch burst counter. 

During CPU initiated memory bus read cycles, BRDY# advances the 82491 Cache SRAM 
CPU latch burst counter to allow the next 64-bit read data slice to be available on the CPU data 
bus. At the same time, BRDY# latches the previous data slice into the CPU. 

With the exception of I/O cycles, BRDY# is not needed during writes because the cache posts 
CPU write cycles. 

During special CPU cycles and I/O cycles, BRDY# is used to end the CPU cycle. 

BRDY# must not be asserted until the bus is granted (until BGT# is asserted) and until the data 
path is ready for transfers (until data is valid-CDTS# is asserted). 

When Sampled 

BRDY# is sampled by the CPU, 82496 Cache Controller and 82491 Cache SRAM at every 
CLK edge. BRDY# must always meet proper set-up and hold times. BRDY# assertion 
advances the CPU latch counter in the 82491 Cache SRAM even when the CPU latch is not in 
use. 
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Relation to Other Signals 

Pin Symbol Relation to Other Signals 

BGT# BROY# must be asserted on the same ClK or after BGT# is asserted. 

For Read-Miss cycles, the first BROY# must be > 1 + 4*lR ClKs from the last 
SNPCYC# before BGT#. (Note: lR=Line Ratio). 

BROY#(N-1) For Read-Miss cycles, the first BROY# of cycle N must be > 4*lR ClKs from the 
first BROY# of cycle N-1. (Note: lR=Line Ratio). 

COTS# BROY# must be asserted after COTS# is asserted. 

CROY# On CPU read cycles, the last BROY# (lBROY#) of Cycle N must be activated 
prior to the CROY# of cycle N+ 1 . 

KWENO# BROY# of a non-cacheable 82496 Cache Controller cycles (MKEN# returned 
inactive) which is cacheable by the Pentium processor (active CACHE#), must be 
issued after KWENO# (at which time KEN# is valid). 

MEOC# MEOC# for cycle N+ 1 must be asserted at least one ClK after the last BROY# of 
cycle N. 

SNPCYC# For Read-Miss cycles, the first BROY# must be > 1 + 4*lR ClKs from the last 
SNPCYC# before BGT#. (Note: lR=Line Ratio). 
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5.2.2.18. BRDye# 

BRDYC# Bur.st Ready Cache 

Data input and output control signal. 

Input to Pentium processor (pin l03) and 82491 Cache SRAM (pin 61) 

Synchronous to ClK 

Signal Description 

See BRDYCl# and BRDYC2# signal descriptions. 
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5.2.2.19. BRDYC1# 

BRDYC1# Burst Ready Cache 1 

Data input and output control signal. 

Output from 82496 Cache Controller (pin E16), to Pentium processor BRDYC# 
Input 

Synchronous to ClK 

Signal Description 

The 82496 Cache Controller burst ready output indicates to the Pentium processor that the 
82496 Cache Controller/82491 Cache SRAM cache subsystem has either presented data to the 
CPU or accepted data from the CPU. 

When Driven 

BRDYC1# is driven during non-locked read hit cycles when data from the 82491 Cache 
SRAM is read on the CPU bus. BRDYC1# is driven during write cycles when the 82491 
Cache SRAM write buffer and/or 82491 Cache SRAM array is available to accept the write 
data. 

Relation to Other Signals 

Pin Symbol Relation to Other Signals 

BRDYC# (processor) BRDYC1# is connected to the CPU BRDYC# input. 

BRDYC2# BRDYC1# and BRDYC2# are logically equivalent. 
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5.2.2.20. BRDVC2# 

BRDYC2# Burst Ready Cache 2 

Data input and output control signal. 

Output from 82496 Cache Controller (pin G15) to 82491 Cache SRAM BRDYC# 
Input 

Synchronous to ClK 

Signal Description 

The 82496 Cache Controller burst ready output indicates to the 82491 Cache SRAM SRAMs 
that the 82496 Cache Controller/82491 Cache SRAM cache subsystem has either presented 
data to the CPU or accepted data from the CPU. 

When Driven 

BRDYC2# is driven during non-locked read hit cycles when data from the 82491 Cache 
SRAM is read on the CPU bus. BRDYC2# is driven during write cycles when the 82491 
Cache SRAM write buffer and/or 82491 Cache SRAM array is available to accept the write 
data. 

Relation to Other Signals 

Pin Symbol Relation to Other Signals 

BRDYC# (82491 BRDYC2# is connected to the 82491 Cache SRAM BRDYC# input. 
Cache SRAM) 

BRDYC1# BRDYC2# and BRDYC1# are logically equivalent. 
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5.2.2.21. BREQ 

BREQ Bus Request 

Indicates that the Pentium processor has generated a bus request. 

Output from Pentium processor (pin V02) 

Synchronous to elK 

Signal Description 

Refer to the Pentium™ Processor Data Book for a detailed description of this signal. 
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5.2.2.22. BT[3:0] 

BT[3:0] Branch Trace Address bits 

Provides bits 0-2 of the branch target linear address and the default operand size 
during a Branch Trace Message Special Cycle. 

Output from Pentium processor (pins: W20, TO?, W21, T08) 

Input to 82496 Cache Controller (pins: A10, A12, A14, A16) 

Synchronous to ClK 

Signal Description 

Refer to the Pentium™ Processor Data Book for a detailed description of these signals. 

The system designer has the option to either connect or leave unconnected the BT[3:0] pins 
between the Pentium processor and the 82496 Cache Controller. 

If the BT[3:0] pins are left unconnected between the Pentium processor and the 82496 
Cache Controller, the MBT[3:0] outputs of the cache controller reflect a latched version of 
the BT[3:0] inputs during Branch Trace Message Special Cycles. 

If the BT[3:0] pins are left unconnected between the Pentium processor and the 82496 
Cache Controller, external pulldowns must be connected to the BT[3:0] pins of the 82496 
Cache Controller during normal operation. The system designer may then monitor the BT[3:0] 
outputs of the Pentium processor during Branch Trace Message Special Cycles. 

Relation to Other Signals 

Pin Symbol Relation to Other Signals 

MBT[3:0] The 82496 Cache Controller MBT[3:0] outputs reflect the BT[3:0] inputs during 
Branch Trace Message Special Cycles. 
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5.2.2.23. BUS# 

BUS# Bus/Array Select 

Multiplexes memory bus or array path to Pentium processor/82491 Cache SRAM 
bus. 

Output from 82496 Cache Controller (pin 017). Input to 82491 Cache SRAM (pin 
40) 

Synchronous to ClK 

Signal Description 

BUS# controls the selection of CPU buffer data during read operations. When this pin is 
sampled active, the 82491 Cache SRAM will set an internal mux so that CPU read data comes 
from the memory bus (memory cycle buffers) instead of the array. The internal mux will stay 
in this condition until BRDY#*BLAST#. 

This signal is used, for example, during locked read hits which hit a modified line in the 82496 
Cache Controller/82491 Cache SRAM cache. In these cases data must come from the 82491 
Cache SRAM array (BUS# inactive) even though the read cycle goes out to the memory bus. 

BUS# has no meaning during write cycles. 

Relation to Other Signals 

None. 
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5.2.2.24. BUSCHK# 

BUSCHK# Bus Cycle Check 

Indicates an unsuccessful completion of a bus cycle. 

Input to Pentium processor (pin T03) 

Synchronous to ClK 

Signal Description 

To configure the I/O buffers of the Pentium processor for use with the 82496 Cache 
Controller/82491 Cache SRAM secondary cache as a chip set, BUSCHK# must be driven by 
the MBC to the value shown in Table 4-1 (refer to section 4.1.1 at least 4 CPU clocks prior to 
the falling edge of RESET. 

To simplify the configuration process, the Pentium processor BUSCHK# input can be tied to 
the inverse of RESET with a 0 ohm resistor in the path. The purpose of the resistor is to allow 
changing the polarity with minimal impact ot the system design. If the resistor is removed, this 
input is high due to the internal pullup resistor. If the resistor is in the circuit, the input is low 
(inverse of the active RESET). 

Refer to the Pentium™ Processor Data Book for a detailed description of this signal. 
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5.2.2.25. CACHE# 

CACHE# Pentium processor Internal Caching Indication 

Indicates Pentium processor internal cacheability attribute. 

Output from Pentium processor (pin J04), Input to 82496 Cache Controller (pin 
H15) 

Synchronous to ClK 

Signal Description 

Refer to the Pentium™ Processor Data Book for a detailed description of this signal. 
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5.2.2.26. CADS# 

CADS# Cache Address Strobe 

Indicates beginning of a memory bus cycle. 

Output from 82496 Cache Controller (pin F04) 

Synchronous to ClK 

Glitch Free 

Signal Description 

CADS# requests memory bus cycle execution and indicates that the address (e.g. MSET, 
MTAG, MCFA, MAP) and cycle control signals (i.e., CW(R#, CMIIO#, CD/C#, CDTS#, 
CCACHE#, CPCD, CPWT, CSCYC, CWAY, PALLC#, RDYSRC, MBE#, MCACHE#, 
NENE#, ~MLN#, and KLOCK#) are valid. 

Every memory bus cycle is initiated by CADS# or SNP ADS#. 

If the 82496 Cache Controller receives a snoop request and reports a hit to a line in [M] state 
before BGT# is asserted, the cycle for which CADS# was issued is aborted and sometimes re­
issued after the snoop-write-back has completed. If the current line (e.g. issued by the stalled 
CADS#) is invalidated by the snoop, then that CADS# is canceled (i.e., will not be re-issued 
after the snoop has completed). 

CADS# is a glitch-free signal. 

When Driven 

CADS# is asserted by the 82496 Cache Controller for exactly one CLK and is always valid. 
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Relation to Other Signals 

Pin Symbol Relation to Other Signals 

Address and Cycle Address and cycle specification signals (i.e., APIC#, CCACHE#, CD/C#, CM/IO#, 
Specification Signals CPCD, CPWT, CSCYC, CW/R#, CWAY, KlOCK#, MAP, MBT[3:0j, MCACHE#, 

MCFA, MSET, MTAG, NENE#, PAllC#, RDYSRC, and SMlN#) are valid with 
CADS#. 

ADS# Usually CADS# is a 2 ClK delay from Pentium processor ADS# signal. 

BGT# Every cycle that is initiated by CADS# requires BGT# and CRDY# inputs from the 
MBC. 

CDTS# CADS# = CDTS# for all write-through cycles. Since allocations do not require 
BRDY#s to the CPU, the CDTS# of an allocation cycle will always occur with 
CADS# of the linefill. 

CADS# will occur before or with CDTS#. (CADS# <= CDTS#). 

CRDY# Every cycle that is initiated by CADS# requires BGT# and CRDY# inputs from the 
MBC. 

MBRDY# The first MBRDY# must come after CADS# assertion. 

SNPADS# The 82496 Cache Controller never asserts CADS# and SNPADS# on the same 
ClK. There are always one or more ClKs between CADS# and a following 
SNPADS#. There are always one or more ClKs between SNPADS# and a 
following CADS#. 
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5.2.2.27. CAHOLD 

CAHOLD Cache AHOlD Output 

AHOlD output and self-test result. 

Output from 82496 Cache Controller (pin H05) 

Synchronous to ClK 

Signal Description 

CAHOLD reflects the AHOLD input to the Pentium processor (which is generated by the 
82496 Cache Controller). 

When the Pentium processor AHOLD is asserted, CAHOLD is also asserted. CAHOLD can be 
monitored by the MBC to determine when the 82496 Cache Controller is performing CPU 
inquires and back-invalidations. It can also be used to determine when to return BRDY# to the 
CPU for Flush and Write Back special cycles. 

CAHOLD is used during 82496 Cache Controller self-test to indicate the pass/fail condition. It 
can be sampled in the CLK after the deassertion of FSIOUT# to determine the success or 
failure of BIST. CAHOLD high indicates the successful completion of BIST. 

When Driven 

CAHOLD is always at a valid logic level. CAHOLD is asserted whenever AHOLD is asserted 
to the CPU. 

During BIST, CAHOLD is driven low immediately upon the detection of an error (even before 
FSIOUT# goes inactive). 

Relation to Other Signals 

Pin Symbol Relation to Other Signals 

AHOlD Except during 82496 Cache Controller self-test, CAHOlD reflects the value of 
AHOlD (with no delay). 
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5.2.2.28. CCACHE# 

CCACHE# latched Pentium processor CACHE# signal 

A latched version of the Pentium processor CACHE# output signal. 

Output from 82496 Cache Controller (pin H01) 

Synchronous to ClK 

Signal Description 

CCACHE# reflects the Pentium processor CACHE# output signal during a CPU cycle on the 
memory bus. CCACHE# is active (LOW) during CPU write-backs and CPU cacheable reads. 
CCACHE# is undefined for 82496 Cache Controller write back, snoop write back, and 
allocation cycles. 

CCACHE# is used by the MBC to determine the number of BRDY#s to provide to the CPU. 
See Table 5-2. 

Table 5-2. CCACHE# Use in Determining the Number of BRDV#s 

Number of BRDY#S CCACHE# Read-Only CD/Ct 

1 1 x x 

1 x Yes 1 

4 0 Yes 0 

4 0 No x 

When Driven 

CCACHE# is valid from the CLK of CADS# until the CLK of CRDY# or CNA#. 

Relation to Other Signals 

Pin Symbol Relation to Other Signals 

CADS# Address and cycle specification signals (Le., APIC#, CCACHE#, CD/C#, CMIIO#, 
CPCD, CPWT, CSCYC, CW/R#, CWAY, KlOCK#, MAP, MBT[3:0j, MCACHE#, 
MCFA, MSET, MTAG, NENE#, PAllC#, RDYSRC, and SMlN#) are valid with 
CADS#. 
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5.2.2.29. CO/C# 

CD/C# Cache Data/Code 

Indicates whether cycle requests code or data. 

Output from 82496 Cache Controller (pin E04) 

Synchronous to ClK 

Signal Description 

CD/C#, CW!R# and CM/lO# are 82496 Cache Controller cycle definition signals. CD/C# 
indicates whether a bus cycle requests data or code. 

CD/C# is high for 82496 Cache Controller initiated cycles (Le., 82496 Cache Controller 
replacement write back, 82496 Cache Controller snoop write back, and, allocation). 

During read only read miss cycles, CD/C# helps to determine the number of BRDY#s which 
the MBC must provide to the CPU. If CD/C# is low, the MBC must provide 4 BRDY#s. If 
CD/C# is high, the MBC must provide one BRDY# (non-cacheable by the CPU). 

When Driven 

CD/C# is valid in the same CLK as CADS# and SNPADS# and remains valid until CRDY# or 
CNA# is asserted. CIDC# remains undefmed in other instances. 

Relation to Other Signals 

Pin Symbol Relation to Other Signals 

CADS# Address and cycle specification signals (i.e., APIC#, CCACHE#, CD/C#, CM/IO#, 
CPCD, CPWT, CSCYC, CW/R#, CWAY, KlOCK#, MAP, MBT[3:0j, MCACHE#, 
MCFA, MSET, MTAG, NENE#, PAllC#, RDYSRC, and SMlN#) are valid with 
CADS#. 
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5.2.2.30. CDATA[7:0] 

CDATA[7:0] Cache Data Pins 

I/O data bus between the 82491 Cache SRAM and the Pentium processor. 

Input/Output between Pentium processor D[63:0] and 82491 Cache SRAM (pins 
57,52,51,46,55,49,54,48) 

Synchronous to ClK 

Signal Description 

The 82491 Cache SRAM CDATA[7:0) signals connect to the Pentium processor data pins 
D[63:0). The specific data pin connections are cache size and configuration dependent. 

For cache configurations which only require 4 MDAT A pins, bits 3-0 are used. Unused 
CDATA[7:4) pins must be tied to either VSS or VCC through resistors. 

Refer to the Pentium™ Processor Data Book for a detailed description of the Pentium 
processor D[63:0) signals. 

When Driven/Sampled 

CDATA[7:0) are sampled with proper valid delays in the CLK that BRDYC# is driven to the 
Pentium processor. CDATA[7:0) are driven by the 82491 Cache SRAM with proper setup and 
hold times in the CLK that BRDYC# is driven to the processor. Refer to the PentiumrM 

Processor Data Book for data signal driving/sampling requirements. 

Relation to Other Signals 

Pin Symbol Relation to Other Signals 

BE[7:0]# The Pentium processor Byte Enable outputs are connected to the 82491 Cache 
SRAM CDATA[7:4] pins for 82491 Cache SRAMs configured to be data parity 
devices. Refer to section 5.1.6.5. 

DP[7:0] The Pentium processor Data parity signals are connected to the 82491 Cache 
SRAM CDATA[3:0] pins for 82491 Cache SRAMs configured to be data parity 
devices. Refer to section 5.1.6.5. 
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5.2.2.31. COTS# 

CDTS# Cache Data Strobe 

Indicates CPU data bus or memory data is available. 

Output from 82496 Cache Controller (pin G05) 

Synchronous to ClK 

Glitch Free 

Signal Description 

During read cycles, CDTS# indicates that the CPU data bus path is available in the next CLK. 
CDTS# indicates the earliest period in which BRDY# may be supplied to the CPU. The first 
BRDY# can be issued to the processor 1 CLK after CDTS# is sampled active by the MBC. 

During CPU-initiated write cycles, CDTS# indicates that data is available on the memory bus 
(the MBC can provide the first MBRDY# in the next CLK). 

During write-back and snoop cycles, the 82496 Cache Controller generates CDTS# to indicate 
to the MBC that write-back data is valid in the 82491 Cache SRAM write-back buffer (the 
MBC can provide the first MBRDY# in the next CLK). 

Note that MBRDY# is sampled by the 82491 Cache SRAM with MCLK (not CPU CLK). It is 
the responsibility of the MBC to ensure that there is one full CPU CLK between CDTS# driven 
active and a following MBRDY#. 

For processor inquire cycles, CDTS# informs the MBC that the last piece of inquire data is 
valid on the CPU bus. . 

CDTS# enables independent address strobes (CADS# and SNPADS#) and data strobes. As 
soon as addresses are available, the 82496 Cache Controller can use CADS# to indicate to the 
MBC that a new cycle has begun. This allows memory bus cycles to begin even before data is 
ready to be provided or received. 

When Driven 

CDTS# is always valid. 

CDTS# is asserted with or following CADS# and after SNPADS# assertion for a duration of 
oneCLK. 
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Relation to Other Signals 

Pin Symbol Relation to Other Signals 

BRDY# When the MBC samples CDTS# active, it can provide the CPU with read cycle 
BRDY# signals in the following ClK. 

The first BRDY# must be after CDTS#. (BRDY# > CDTS#). 

CADS# CADS# == CDTS# for all write-through cycles. Since allocations do not require 
BRDY#s to the CPU, the CDTS# of an allocation cycle will always occur with 
CADS# of the linefill. 

CADS# will occur before or with CDTS#. (CADS# <= CDTS#). 

CNA# CNA# is recognized between CDTS# and CRDY#. (CDTS# <= CNA# <= CRDY#). 

CRDY# CRDY# must be after CDTS#. (CDTS# < CRDY#). 

MBRDY# For write cycles, when the MBC samples CDTS# active, it can provide the 82491 
Cache SRAM MBRDY#s in the following MClK. 

MDATA[7:0] Write data from the 82491 Cache SRAM will be stable, on the MDATA[7:0] pins 
(or the buffer available). with respect to CDTS#. 

SNPADS# CDTS# is asserted at least one clock after SNPADS#. 
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5.2.2.32. CFA[6:0],SET[1 0:0],TAG[11 :0] 

CFA[6:0], Configurable Address Pins 

SET[10:0j, Contains the current physical address. 

TAG[11:0j Input/Output between Pentium processor address pins and 82496 Cache 
Controller (pins E15, F15, B17, C03, E07, C15, F16, B10, C10, E11, E10, E13, 
D12, D13,C13,D15,D14,E14,D06,C02,B02,E08,B03, D08,C04,C05.B04. 
E09. B05. D09) 

Synchronous to ClK 

Signal Description 

These configurable address pins are connected to CPU address pins A[31:3]. The specific 
address pin connections are configuration dependent. Refer to the Initialization and 
Configuration chapter for additional details. 

Refer to the Pentium™ Processor Data Book for a detailed description of the A[31:3] signals. 
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5.2.2.33. CFG[2:0] 

CFG[2:0] Configuration pins 

Determine cache characteristics. 

Configuration Inputs to 82496 Cache Controller (pins N05, R02, M05) 

Synchronous to ClK 

Signal Description 

CFG[2:0] are physical cache configuration inputs that determine cache characteristics such as 
line ratio, tag size and lines per sector. 

When Sampled 

CFG[2:0] are sampled and used as shown in the Initialization and Configuration chapter. After 
sampling, CFG[2:0] become cycle progress input signals to the 82496 Cache Controller and 
are sampled after CADS# of the first cycle. 

Relation to Other Signals 

Pin Symbol Relation to Other Signals 

RESET CFG[2:0] are sampled when RESET is active. Refer to Chapter 4 for specific 
timing requirements with respect to RESET. 

CNA# CFGO shares a pin with CNA#. 

KWEND# CFG2 shares a pin with KWEND#. 

SWEND# CFG1 shares a pin with SWEND#. 
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5.2.2.34. CLDRV 

ClDRV 82491 Cache SRAM Cache low Drive 

Selects 82496 Cache Controller output driving buffers for 82491 Cache SRAM 
signals. 

Configuration Input to 82496 Cache Controller (pin N04) 

Synchronous to ClK 

Signal Description 

CLDRV selects the driving strength of the 82496 Cache Controller buffers that interface to the 
82491 Cache SRAM. 

When Sampled 

CLDRV is a configuration input which is sampled as shown in the Initialization and 
Configuration chapter. The 82496 Cache Controller to 82491 Cache SRAM control signals 
(BLAST#, BLEC#, BUS#, MAWEA#, MCYC#, WAY, WBA[SEC2#], WBTYP[LRO], 
WBWE#[LRl], WRARR#) can be configured for one of two buffers. The buffer selection is 
made by using the CLDRV configuration input. CLDRV must be driven by the MBC to the 
value shown in Table 4-7 for at least 10 CPU clocks prior to the falling edge of RESET. 

After it is sampled, CLDRV is a "don't care" signal until after CADS# is asserted for the first 
time, when it becomes the BGT# pin. 

Relation to Other Signals 

Pin Symbol Relation to Other Signals 

RESET ClDRV is sampled when RESET is active. Refer to Chapter 4 for specific timing 
requirements with respect to RESET. 

BGT# ClDRV shares a pin with BGT#. 
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5.2.2.35. elK 

ClK Pentium processor CPU-Cache Chip Set Clock 

CPU clock inputs. 

Input to Pentium processor (pin K18), 82496 Cache Controller (pin E12), and 
82491 Cache SRAM (pin 30) 

Signal Description 

The CLK input determines the execution rate and timing of the Pentium processor CPU-Cache 
Chip Set. Pin timings are specified relative to the rising edge of this signal. The CLK input 
requires TTL levels for proper operation. 

I 5-77 



HARDWARE INTERFACE 

5.2.2.36. eM/IO# 

CM/IO# Cache Memory/lO 

Indicates whether current cycle is Memory or 1/0. 

Output from 82496 Cache Controller (pin E05) 

Synchronous to ClK 

Signal Description 

CM/lO#, CW!R# and CD/C# are 82496 Cache Controller cycle definition signals which 
indicate whether an 82496 Cache Controller bus cycle request accesses memory or I/O. 

CM/lO# is high for 82496 Cache Controller initiated cycles (i.e., 82496 Cache Controller 
replacement write back, 82496 Cache Controller snoop write back, and allocation). 

When Driven 

CM/lO# is valid in the same CLK as CADS# and SNPADS# and remains active until CRDY# 
or CNA#. CM/lO# is undefined in other situations. 

Relation to Other Signals 

Pin Symbol Relation to Other Signals 

CADS# Address and cycle specification signals (i.e., APIC#, CCACHE#, CD/C#, CM/IO#, 
CPCD, CPWT, CSCYC, CW/R#, CWAY, KlOCK#, MAP, MBT[3:0], MCACHE#, 
MCFA, MSET, MTAG, NENE#, PAllC#, RDYSRC, and SMlN#) are valid with 
CADS#. 
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5.2.2.37. CNA# 

CNA# Cache Next Address Enable 

Dynamically pipelines CADS# cycles. 

Input to 82496 Cache Controller (pin M05) 

Synchronous to ClK 

Internal Pull-up 

Signal Description 

CNA# is used by the MBC to dynamically pipeline CADS# cycles. If CNA# is asserted while a 
memory or I/O cycle is pending, CADS# is driven along with the address and attributes of the 
next memory or I/O cycle. The 82496 Cache Controller provides one level of pipelining. 

CNA# is an optional input for all cycles initiated with CADS#. 

When Sampled 

CNA# is sampled beginning in the first CLK in which BGT# is sampled active and until 
CRDY# is sampled active. Subsequently, CNA# is ignored until BGT# is returned for the next 
cycle. 

CNA# is ignored during snoop write-back cycles. CNA# is ignored before CDTS# is asserted 
by the 82496 Cache Controller. 

Relation to Other Signals 

Pin Symbol Relation to Other Signals 

BGT# CNA# is recognized between BGT# and CRDY# in a given cycle. 

CADS# When the 82496 Cache Controller samples CNA# active, it issues CADS# as soon 
as possible for the next memory cycle to begin. 

CDTS# CNA# is recognized between CDTS# and CRDY#. 

CFGO CNA# shares a pin with the CFGO configuration input. 

CRDY# CNA# is recognized between CDTS# and CRDY#. 

CNA# is recognized between BGT# and CRDY# in a given cycle. 
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5.2.2.38. CPCD 

CPCD latched processor PCD pin 

A latched version of the Pentium prooessor PCD output signal. 

Output from 82496 Cache Controller (pin M01) 

Synchronous to ClK 

Signal Description 

CPCD reflects the Pentium processor PCD output signal during a CPU cycle on the memory 
bus. CPCD is inactive (LOW) during write-backs, snoop write-backs, and allocations. 

CPCD can be used, along with CPWT, to distinguish between write hit to [S] state and write 
miss cycles. In all cases PALLC# will be inactive (high). See Table 5-3. 

Table 5-3. Using CPCD and CPWT to Determine Write Hit to [5] versus Write Miss 

CPCD CPWT Cycle Type 

0 0 Write Hit to IS] 

0 1 Cacheable Write Miss (Non Allocatable Write Through) 

1 x Non Cacheable Write Miss 

When Driven 

CPCD is valid from the CLK of CADS# and SNPADS# until the CLK of CRDY# or CNA#. 

Relation to Other Signals 

Pin Symbol Relation to Other Signals 

CADS# Address and cycle specification signals (Le., APIC#, CCACHE#, CD/C#, CM/IO#, 
CPCD, CPWT, CSCYC, CW/R#, CWAY, KlOCK#, MAP, MBTI3:0]. MCACHE#, 
MCFA, MSET, MTAG, NENE#, PAllC#, RDYSRC, and SMlN#) are valid with 
CADS#. 
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5.2.2.39. CPWT 

CPWT latched Pentium processor PWT pin 

A latched version of the Pentium processor PWT output signal. 

Output from 82496 Cache Controller (pin K01) 

Synchronous to ClK 

Signal Description 

CPWT reflects the Pentium processor PWT output signal during a CPU cycle on the memory 
bus. CPWT is inactive (LOW) during write-backs, snoop write-backs, and allocations. Write 
cycles with PWT active are not allocatable. 

CPWT can be used, along with CPCD, to distinguish between write hit to [S] state and write 
miss cycles. In all cases PALLC# will be inactive (high). See Table 5-3. 

When Driven 

CPWT is valid from the CLK ofCADS# and SNPADS# until the CLK ofCRDY# or CNA#. 

Relation to Other Signals 

Pin Symbol Relation to Other Signals 

CADS# Address and cycle specification signals (Le., APIC#, CCACHE#, CD/C#, CMIIO#, 
CPCD, CPWT, CSCYC, CW/R#, CWAY, KlOCK#, MAP, MBT[3:0J, MCACHE#, 
MCFA, MSET, MTAG, NENE#, PAllC#, RDYSRC, and SMlN#) are valid with 
CADS#. 
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5.2.2.40. CRDY# 

CRDY# Cache Ready 

Ends a 82496 Cache Controller/82491 Cache SRAM cache cycle. 

Input to 82496 Cache Controller (pin N03), and 82491 Cache SRAM (pin 43) 

Synchronous to ClK 

Signal Description 

CRDY# is used by the MBC to end a memory bus cycle. CRDY# indicates full completion of 
the cycle and allows the 82496 Cache Controller/82491 Cache SRAM to free internal 
resources for the next cycle. For example, the 82491 Cache SRAM CRDY# indicates that the 
memory buffer in use must be emptied (i.e. put in array or discarded). CRDY# also allows 
cycle progress signals (BGT#, KWEND#, SWEND#) to be sampled for the next cycle during 
pipelining. 

CRDY# is required for all 82496 Cache Controller/82491 Cache SRAM memory bus cycles, 
including snoop-write back cycles. 

When Sampled 

CRDY# is always sampled by the 82496 Cache Controller and 82491 Cache SRAM, and 
should be asserted for one CLK only. CRDY# should be inactive except for the 1 CLK width 
assertion time for every outstanding memory bus cycle. 
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Relation to Other Signals 

Pin Symbol Relation to Other Signals 

BGT# CRDY# follows BGT#. 

CRDY# follows BGT# by three ClKs for line fill or allocation cycles. 

BRDY# CRDY# for a cycle N+ 1 must be sampled active after the last BRDY# for cycle N. 

CRDY# for cycle N can be before, with, or after the BRDY#(s) for that cycle. 

CADS# CRDY# is required for all memory bus cycles initiated by CADS#. 

CDTS# CRDY# follows CDTS#. 

CNA# CNA# is recognized between BGT#/CDTS# (the later of the two) and CRDY#. 

KWEND# CRDY# follows KWEND# for line fill or write-through cycles with potential 
allocation (PAllC#= 0). 

MBRDY# For read cycles, MBRDY# fills the memory buffer in use. CRDY# empties the 
current memory cycle buffer (read or write cycles) and makes it available for new 
cycles. 

MEOC# MEOC# for cycle N must be sampled with or before CRDY# for that cycle. 

MEOC# for cycle N+ 1 must be sampled at least one ClK after CRDY# for cycle N. 

CRDY# may be asserted with MEOC#, which may be asserted with the last 
MBRDY#. 

SlFTST# CRDY# shares a pin with the 82496 Cache Controller SlFTST# input. 

SNPADS# CRDY# is required for all memory bus cycles initiated by SNPADS#. 

SWEND# CRDY# activation represents only the end of the current cycle on the memory bus, 
and does not imply the closure of the snooping window (SWEND#). 
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5.2.2.41. CSCYC 

CSCYC latched Pentium processor SCYC pin 

A latched version of the Pentium processor SCYC output signal. 

Output from 82496 Cache Controller (pin E01) 

Synchronous 10 ClK 

Signal Description 

CSCYC reflects the Pentium processor SCYC output signal during a CPU LOCKed cycle on 
the memory bus. CSCYC is inactive (LOW) during write-backs, snoop write-backs, and 
allocations. 

When Driven 

CSCYC is valid from the CLK of CADS# and SNPADS# until the CLK of CRDY# or CNA#. 

Relation to Other Signals 

Pin Symbol Relation to Other Signals 

CADS# Address and cycle specification signals (i.e., APIC#, CCACHE#, CD/C#, CM/IO#, 
CPCD, CPWT, CSCYC, CW/R#, CWAY, KlOCK#, MAP, MBT[3:0j, MCACHE#, 
MCFA, MSET, MTAG, NENE#, PAllC#, RDYSRC, and SMlN#) are valid with 
CADS#. 
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5.2.2.42. CW/R# 

CW/R# Cache Write/Read 

Indicates whether current cycle is write or read. 

Output from 82496 Cache Controller (pin F05) 

Synchronous to CLK 

Signal Description 

CW/R#, CD/C# and CM/lO# are 82496 Cache Controller cycle definition signals. CW/R# 
indicates whether the 82496 Cache Controller requests a read cycle or a write cycle. 

When Driven 

CW/R# is valid with CADS# and SNPADS# and remains valid until CRDY# or CNA# is 
asserted. 

Relation to Other Signals 

Pin Symbol Relation to Other Signals 

CADS# Address and cycle specification signals (I.e., APIC#, CCACHE#, CD/C#, CM/IO#, 
CPCD, CPWT, CSCYC, CW/R#, CWAY, KLOCK#, MAP, MBT[3:0], MCACHE#, 
MCFA, MSET, MTAG, NENE#, PALLC#, RDYSRC, and SMLN#) are valid with 
CADS#. 
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5.2.2.43. CWAY 

CWAY Cache Way 

Indicates WAY used by the current cycle. 

Output from 82496 Cache Controller (pin K04) 

Synchronous to ClK 

Signal Description 

CW A Y is a cycle definition signal which indicates to the MBC the WAY used by the 
requested cycle. During line fills, CW A Y indicated the WAY in which the line is filled. During 
write-hits (to [S] state or LOCKed), CWA Y indicates the WAY which was hit. During write­
backs, CW A Y indicates the WAY that was written back. 

CW A Y can be utilized by external tracking machines to maintain a set of duplicate tags that 
can accurately duplicate 82496 Cache Controller tags. 

When Driven 

CWA Y is valid with CADS# and remains valid until CRDY# or CNA#. 

Relation to Other Signals 

Pin Symbol Relation to Other Signals 

CAOS# Address and cycle specification signals (I.e., APIC#, CCACHE#, CO/C#, CM/IO#, 
CPCO, CPWT, CSCYC, CW/R#, CWAY, KlOCK#, MAP, MBT[3:0j, MCACHE#, 
MCFA, MSET, MTAG, NENE#, PAllC#, ROYSRC, and SMlN#) are valid with 
CAOS#. 
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5.2.2.44. D/C# 

D/C# Data/Code 

Cycle decode signal. 

Output from Pentium processor (pin V04), Input to 82496 Cache Controller (pin 
J15) 

Synchronous to ClK 

Signal Description 

Refer to the Pentium™ Processor Data Book for a detailed description of this signal. 
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5.2.2.45. 0[63:0] 

D[63:0] Pentium processor Data Pins 

CPU data bus pins. 

Input/Output between Pentium processor (pins H18, J19, K19, l19, H19, J18, 
F20,H21,G19,E20,G18,C21,F18,C20,F19,B21,B20,E18,A21,D21,A20, 
D20,B19,D14,D15,D19,D16,C18,D17,C19,C17,D10,C10,D12,CO9,D11, 
D09,C11,C08, B10,A10,C07,C16, D07,C15,C06, B09, D06, D05, D1 3, D04, 
C14, E05, C13, C12, F04, G04, B04, G03, C04, F03, E04, E03, D03) and 82491 
Cache SRAM CDATA[7:0] pins. 

Synchronous to ClK 

Signal Description 

Refer to the Pentium™ Processor Data Book for a detailed description of this signal. 

These pins are connected to the 82491 Cache SRAM CDATA[7:0] pins. The specific data pin 
connections are configuration dependent. Refer to the Configuration chapter for additional 
details. 
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5.2.2.46. DP[7:0] 

DP[7:0] Data Parity Pins 

CPU data bus Even Byte parity. 

InpuVOutput between Pentium processor (pins E21, E19, A 19, D18, D08, A09, 
COS, H04) and 82491 Cache SRAM CDATA[3:0] pins. 

Synchronous to ClK 

Signal Description 

Refer to the Pentium™ Processor Data Book for a detailed description of this signal. 

Relation to Other Signals 

Pin Symbol Relation to Other Signals 

CDATA[3:0] The Pentium processor Data parity signals are connected to the 82491 Cache 
SRAM CDATA[3:0] pins for 82491 Cache SRAMs configured to be data parity 
devices. Refer to section 5.1.6.5. 
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5.2.2.47. DRCTM# 

DRCTM# Memory Bus Direct to [M] State 

Signals 82496 Cache Controller to place cached line directly into [M] state. 

Input to 82496 Cache Controller (pin N02) 

Synchronous to ClK 

Internal Pull-up 

Signal Description 

DRCTM# is a memory bus input to the 82496 Cache Controller. When DRCTM# is sampled 
active at the end of the snooping window (while SWEND# is active), the 82496 Cache 
Controller moves the line being filled directly to the [M] state. Read-Only and Write-Through 
cycles will ignore DRCTM# since the only valid tag states are [I] and [S]. 

If MRO# is sampled active during KWEND#, or MWB/WT# is sampled Low during 
SWEND#, DRCTM# is ignored. 

DRCTM# is used in three circumstances: 

1. To simplify external state tracking. External tracking devices can only track [M], [S] and 
[I] states. The [E] state can not be tracked externally because cache write hits internally 
change [E] lines to the [M] state. DRCTM# can be used to eliminate the [E] state from the 
MESI protocol. 

NOTE 

Usage of DRCTM# to avoid [E] states may be in conflict with the SNPCNA 
cycle attribute. Snoops with SNPNCA may cause an [E] state transition. 
Usage of DRCTM# to avoid [E] states may also be in conflict with the SYNC 
operation. SYNC cycles move an [M] state line to [E]. Refer to Tables 3-4 
and 3-6. 

2. In read for ownership. During write misses with allocation, the MBC may keep write data 
in the 82491 Cache SRAM buffer rather than write it to memory. When the allocation is 
initiated, due to MFRZ# being sampled active during MEOC# of the write miss cycle, the 
read data fills the area surrounding the data from the write in the memory cycle buffer. 
Subsequently, the memory cycle buffer contents are written to the 82491 Cache SRAM 
array. The cache would normally tag this data in the [E] state because the cache assumes 
that the data was written to main memory. Because the data has been modified, DRCTM# 
must be asserted to the 82496 Cache Controller. 
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3. In cache-ta-cache transfers. Here, one cache supplies modified data to another without 
updating main memory, providing the cache receiving the transfer with modified data. 
Since the MESI modified state [M] implies modified and exclusive, the supplying cache 
must invalidate its copy (using SNPINV) and the receiving cache must use DRCTM# to 
override the default [E] state. Otherwise, the MESI protocol would be violated for both 
caches. 

When Sampled 

DRCTM# is synchronous to CLK and is only sampled with SWEND# (at the end of the 
snooping window). At other times, DRCTM# is ignored and is not required to meet set-up and 
hold times. 

Relation to Other Signals 

Pin Symbol Relation to Other Signals 

MRO# If MRO# is sampled active during KWEND#, or MWB/WT# is sampled low during 
SWEND#, DRCTM# is ignored. 

MWBIWT# DRCTM# and MWBIWT# (write policy) together define the memory bus attributes 
and are sampled on ClK at the end of the snooping window (when SWEND# is 
active). 

If MRO# is sampled active during KWEND#, or MWB!WT# is sampled low during 
SWEND#, DRCTM# is ignored. 

SWEND# DRCTM# and MWBIWT# are sampled with SWEND#. 
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5.2.2.48. EADS# 

EADS# External CPU Address Strobe 

Indicates a valid external address is being driven. 

Output of 82496 Cache Controller (pin K16), Input to Pentium processor (pin M03) 

Synchronous to ClK 

Signal Description 

EADS# indicates that a valid external address has been driven onto the Pentium processor 
address pins by the 82496 Cache Controller. This address should be used to perform a Pentium 
processor internal cache invalidation (!NV active) or inquire cycle. 

When Sampled 

EADS# is driven to the Pentium processor when the 82496 Cache Controller has the back­
invalidation or inquire address ready on the CPU address bus. 

Relation to Other Signals 

Pin Symbol Relation to Other Signals 

CFA,SET,TAG,AP When EADS# is driven active to the CPU, the CPU address is also valid (CFA, 
SET, TAG, AP). 
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5.2.2.49. EWBE# 

EWBE# External Write-Back Buffer Empty 

Indicates that a Pentium processor write cycle is pending in the second level 
cache. 

Output of 82496 Cache Controller (pin T03). Input to Pentium processor (pin A03) 

Synchronous to ClK 

Signal Description 

EWBE# inactive indicates that a write-through cycle is posted in the 82496 Cache 
Controller/82491 Cache SRAM cache. 

When Sampled 

EWBE# goes inactive (high) in the CLK following ADS# active for a write cycle, and goes 
active (low) when the posted write received BGT# from the MBC. 

When the 82496 Cache Controller is configured in weak write ordering mode, EWBE# is 
always driven active by the 82496 Cache Controller. 

Relation to Other Signals 

None. 
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5.2.2.50. FERR# 

FERR# Floating Point Error 

Floating point error reporting. 

Output from Pentium processor (pin H03) 

Synchronous to eLK 

Glitch Free 

Signal Description 

Refer to the Pentium™ Processor Data Book for a detailed description of this signal. 
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5.2.2.51. FLUSH# 

FLUSH# Cache Flush 

Causes a Pentium processor and/or 82496 Cache Controller cache flush. 

Input to 82496 Cache Controller (pin P05), and Pentium processor (pin U02) 

Asynchronous 

82496 Cache Controller internal Pull-up 

Signal Description 

82496 Cache Controller FLUSH# invalidates the entire 82496 Cache Controller and Pentium 
processor tag arrays. Two clocks are required to lookup a tag entry if the result is a miss. The 
82496 Cache Controller also invalidates tags in the CPU cache by executing inquire and back­
invalidation cycles to the Pentium processor. All modified first and second-level cache lines 
will be written to memory. 

There are two reasons for potentially wanting to assert the CPU FLUSH# in addition to the 
82496 Cache Controller FLUSH#. One, if the MBC wants to see the processor flush 
acknowledge special cycle, and two, to assure that no Pentium processor cache hits are 
occurring once FLUSH# has been asserted to the 82496 Cache Controller. This is because the 
82496 Cache Controller flush operation does not inhibit Pentium processor cache hit 
operations. For optimum performance, issue FLUSH# to only the 82496 Cache Controller. 

When the MBC decodes a Pentium processor Flush (due to the INVD or WBINVD 
instructions) or Write Back (due to the WBINVD instruction) special cycle, it must provide 
FLUSH# to the 82496 Cache Controller. The 82496 Cache Controller/82491 Cache SRAM 
treats Flush and Write Back special cycles like I/O cycles. They are not posted, and the MBC 
must provide BRDY#. The WBINVD instruction causes the Pentium processor to issue the 
Flush special cycle followed by the Write Back special cycle. 

The 82496 Cache Controller/82491 Cache SRAM second-level cache can be snooped during 
the flush operation. The snooping protocols are the same as with any memory bus cycle. 

When Sampled 

FLUSH# can be asserted at any time. The 82496 Cache Controller completes all outstanding 
transactions on the CPU and memory bus before beginning the flush operation (namely, all 
BRDY#s and CRDY#s have been provided for outstanding memory bus cycles). The memory 
bus controller does not have to prevent flushing during locked cycles because the 82496 Cache 
Controller completes locked transactions before the flush begins. 

Once a flush has begun (FSIOUT# active), FLUSH# is ignored until the operation completes. 
If RESET is activated while the flush is in progress, the flush is aborted and RESET is 
executed immediately. 

FLUSH# is an asynchronous input. FLUSH# must have a pulse width of at least two CLKs to 
ensure recognition by the 82496 Cache Controller. 
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Relation to Other Signals 

Pin Symbol Relation to Other Signals 

ADS# To initiate a FLUSH, the 82496 Cache Controller completes all pending cycles and 
prevents the Pentium processor from issuing ADS# while the flush is in progress. 

BRDY# To insure that the Pentium processor will not generate an additional bus cycle 
(code prefetch or page table read) following the INVD or WBINVD instructions, the 
MBC must delay BRDY# to the 82496 Cache Controller/82491 Cache SRAM for 
the Flush and Write Back special cycles until it recognizes CAHOLD asserted. 
Having the MBC Wait to complete the CPU special cycles until the flush operation 
has been internally recognized by the 82496 Cache Controller insures that no 
additional CPU or 82496 Cache Controller cycles are generated. Note that the 
Pentium processor will not pipeline any cycle into a Flush or Write Back special 
cycle. 

CADS# Once FLUSH# has begun and FSIOUT# is active, all CADS# and CRDY# signals 
correspond to write-backs caused by the flush operation. 

CAHOLD See BRDY#. 

CRDY# Once FLUSH# has begun and FSIOUT# is active, all CADS# and CRDY# signals 
correspond to write-backs caused by the flush operation. 

FSIOUT# The FSIOUT# 82496 Cache Controller output is used to indicate the start and end 
of the flush. It is asserted when FLUSH# is internally recognized (all outstanding 
cycles have completed) and deasserted after the last line is invalidated. If the last 
line was a hit to [M], the FSIOUT# is deasserted after CRDY# of the write back. 

The 82496 Cache Controller flush operation is complete when FSIOUT# becomes 
inactive. 

FLUSH# is ignored while FSIOUT# is active for an initialization or a previous flush 
operation. 

RESET FLUSH# must be driven HIGH to the 82496 Cache Controller during RESET for 
proper Pentium processor/82496 Cache Controller operation. 
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5.2.2.52. FRCMC# 

FRCMC# Functional Redundancy Checking Mode 

Indicates either master or checker mode. 

Input to Pentium processor (pin M 19) 

Asynchronous 

Signal Description 

When using the 82496 Cache Controller/82491 Cache SRAM second level cache, the Pentium 
processor must be configured as a Master Device. Therefore, FRCMC# must be tied HIGH. 

Refer to the Pentium™ Processor Data Book for a detailed description of this signal. 
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5.2.2.53. FSIOUT# 

FSIOUT# Flush, Sync, Initialization 

Indicates beginning/end of Flush, Sync, Initialization (including self test) 
operations. 

Output from 82496 Cache Controller (pin E02) 

Synchronous to ClK 

Signal Description 

This signal indicates the start and the end of a flush, sync or initialization operations (including 
self-test, if requested). These operations are never active simultaneously. The signal is 
activated when one of the three operations begins, and goes inactive when the operation is 
complete. 

FSIOUT# active indicates that either Flush, Sync or Initialization operation is in progress. 
Only one of these operations can take place at a time in the 82496 Cache Controller. Table 5-4 
shows the priorities of these three operations. 

Table 5-4. FSIOUT# Operation Priorities 

Operation Initiating Signal Priority 

Initialization RESET Highest 

Flush FLUSH# 

Sync SYNC# lowest 

If a signal of Higher priority is asserted while a lower priority operation is in progress, then the 
lower priority operation is aborted and the higher priority operation is executed. If a signal of 
lower priority is asserted when a higher priority operation is taking place, the lower priority 
signal is ignored. Once a FLUSH# or SYNC# operation has begun, its trigger signal is ignored 
until the operation completes. 

When a higher priority operation aborts a lower priority one, FSIOUT# remains active. 

When Driven 

This signal is asserted whenever a flush, sync or initialization operation is internally 
recognized by the 82496 Cache Controller. 

FSIOUT# remains asserted until the end of the flush, sync or initialization operation. It is 
deasserted after the last line is handled. If the last line is a hit to [M], then FSIOUT# is 
deasserted after the CRDY# of the write back. 
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Relation to Other Signals 

Pin Symbol Relation to Other Signals 

FLUSH# Since RESET, FLUSH#, and SYNC# are all asynchronous, FSIOUT# is activated 
RESET when the 82496 Cache Controller is actually executing the operation. For BIST, 
SYNC# CAHOLD indicates the error results. 
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5.2.2.54. HIGHZ# 

HIGHZ# High Impedance 

Causes 82496 Cache Controller outputs to be tri-stated. 

Configuration Input to 82496 Cache Controller (pin 005) 

Synchronous to ClK 

Signal Description 

If SLFTST# is active while HIGHZ# is inactive during RESET, the 82496 Cache Controller 
cache controller enters self-test. If SLFTST# and HIGHZ# are both sampled active during 
RESET, the 82496 Cache Controller floats all 82496 Cache Controller output and I/O signals 
until the next RESET. If SLFTST# is inactive, a nonnal initialization occurs. See TableS-5. 

Table 5-5. Actions Based on 82496 Cache Controller Configuration Test Inputs 
(HIGHZ# and SLFTST#) 

HIGHZ# SLFTST# Action Taken by 82496 Cache Controller 

1 0 Self-Test (BIST) 

0 0 Outputs and 1/0 Floated (High-Z) 

x 1 Normal Initialization (Reset) 

When Sampled 

HIGHZ# is sampled as shown in the Initialization and Configuration chapter. HIGHZ# is a 
"don't care" until the 82496 Cache Controller/82491 Cache SRAM RESET sequence 
completes with FSIOUT# going inactive, when it becomes the MBALE pin. 

Relation to Other Signals 

Pin Symbol Relation to Other Signals 

RESET HIGHZ# is sampled when RESET is active. Refer to Chapter 4 for specific timing 
requirements with respect to RESET. 

SlFTST# HIGHZ# and SlFTST# determine if either normal 82496 Cache Controller BIST is 
executed or tri-state test mode is entered. 

MBAlE HIGHZ# shares a pin with MBAlE. 82496 Cache Controller outputs and 1/0 
signals are tri-stated when HIGHZ# and SlFTST# are both sampled active during 
RESET. 
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5.2.2.55. HIT# 

HIT# Hit to a CPU Cache Line 

Indicates a hit to a line in the Pentium processor data or code caches. 

Output from Pentium processor (pin W02) 

Synchronous to ClK 

Signal Description 

Refer to the Pentium™ Processor Data Book for a detailed description of this signal. 
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5.2.2.56. HITM# 

HITM# Hit to a Modified Line 

Indicates a hit to a Modified line in the Pentium processor data cache. 

Output from Pentium processor (pin M04), Input to 82496 Cache Controller (pin 
E18), Input to 82491 Cache SRAM (pin 62) 

Synchronous to ClK 

82491 Cache SRAM internal Pull-up 

Signal Description 

Refer to the Pentium™ Processor Data Book for a detailed description of this signal. 
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5.2.2.57. HLDA 

HlDA Pentium processor Hold Acknowledge 

Provides the Hold Acknowledge handshake from the CPU. 

Output from Pentium processor (pin 003) 

Synchronous to ClK 

Glitch Free 

Signal Description 

Refer to the Pentium™ Processor Data Book for a detailed description of this signal. 
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5.2.2.58. HOLD 

HOLD Pentium processor Hold 

Provides the Hold handshake to the CPU. 

Input to Pentium processor (pin V05) 

Synchronous to ClK 

Signal Description 

Refer to the Pentium™ Processor Data Book for a detailed description of this signal. 
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5.2.2.59. IBT 

IBT Instruction Branch Taken 

Indicates that a branch was taken. 

Output from Pentium processor (pin T19) 

Asynchronous 

Signal Description 

Refer to the Pentium™ Processor Data Book for a detailed description of this signal. 
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5.2.2.60. IERR# 

IERR# Internal Parity and Functional Redundancy Errors 

Indicates an internal Parity or Functional Redundancy error occurred. 

Output from Pentium processor (pin CO2) 

Synchronous to ClK 

Glitch Free 

Signal Description 

Refer to the Pentium™ Processor Data Book for a detailed description of this signal. 
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5.2.2.61. IGNNE# 

IGNNE# Ignore Numeric Error 

Ignore floating-point error indication. 

Input to Pentium processor (pin 820) 

Asynchronous 

Signal Description 

Refer to the Pentium™ Processor Data Book for a detailed description of this signal. 
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5.2.2.62. INIT 

INIT Initialization 

Forces the Pentium processor to begin execution at a known state. 

Input to Pentium processor (pin T20) 

Asynchronous 

Signal Description 

Refer to the Pentium™ Processor Data Book for a detailed description of this SIgnal. 
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5.2.2.63. INTR 

INTR Maskable Interrupt 

Maskable interrupt request to the Pentium processor. 

Input to Pentium processor (pin N18) 

Asynchronous 

Signal Description 

Refer to the Pentium™ Processor Data Book for a detailed description of this signal. 
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5.2.2.64. INV 

INV Pentium processor Cache Invalidation Request 

Indicates a request to invalidate the CPU cache line. 

Output from 82496 Cache Controller (pin l16), Input to Pentium processor (pin 
A01) 

Synchronous to ClK 

Signal Description 

INV is a 82496 Cache Controller output which indicates a request to force the Pentium 
processor cache line to an invalid state if the inquire or back-invalidation hits the first level 
cache. 

INV is driven active to the CPU when SNPINV is sampled active by the 82496 Cache 
Controller and during replacements of modified lines in the 82496 Cache Controller/82491 
Cache SRAM cache (for example, when a replacement occurs as a result of a linefill). 

When Driven 

INV is driven to a valid level by the 82496 Cache Controller in the same CLK as EADS# and 
is a "don't care" at all other times. 

Relation to Other Signals 

Pin Symbol Relation to Other Signals 

EADS# INV is driven with EADS# to the CPU. 
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5.2.2.65. IPERR# 

IPERR# Internal Parity Error 

Indicates that a Tag RAM or address path parity error occurred. 

Output from 82496 Cache Controller (pin 001) 

Synchronous to ClK 

Glitch Free 

Signal Description 

IPERR# is driven active for 82496 Cache Controller TagRAM parity errors, and for internal 
address path parity errors. 

Each TagRAM "set" has 41 memory bits: 20 bits for way "0" (I5 bits for the tag, 4 for the line 
status, and one Read-Only bit), 20 bits for way "1", and one LRU bit. Two parity bits are 
associated with each TagRAM set. One parity bit represents the parity information for way "0" 
and the other for way "1". Each parity bit is stored adjacent to the 20 bits of the way it 
represents (the LRU bit is not covered). 

In every lookup cycle, the whole "set" will be read, including the two parity bits. The parity 
check will be done outside the TagRAM by regenerating the parity and comparing it to the 
read parity bits. In case of an error, the IPERR# signal will be activated. 

The parity bits are written in every TagRAM cycle which causes "set" data modification. Since 
many of the cycles do partial updates (e.g. a snoop which modifies only the line status, or a 
write to E which causes a state transition to M), the 82496 Cache Controller will perform a 
Read-Modify-Write cycle to write the parity. 

When Driven 

IPERR# is always valid and stays active for a minimum of 1 CPU CLK. If internal parity error 
checking is desired, IPERR# should always be monitored by the MBC. Since internal parity 
can be affected by data path errors as well as internal lookups, this internal parity is always 
valid. 

IPERR# is inactive during RESET. 

Relation to Other Signals 

None. 
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5.2.2.66. IU 

IU U-Pipeline Instruction 

Indicates completion of an instruction in the U-pipeline. 

Output from Pentium processor (pin J02) 

Synchronous to elK 

Signal Description 

Refer to the Pentium™ Processor Data Book for a detailed description of this signal. 
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5.2.2.67. IV 

IV V-Pipeline Instruction 

Indicates completion of an instruction in the V-pipeline. 

Output from Pentium processor (pin 801) 

Synchronous to elK 

Signal Description 

Refer to the Pentium™ Processor Data Book for a detailed description of this signal. 
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5.2.2.68. KEN# 

KEN# Cache Enable 

Indicates the cacheability of the cycle to the CPU. 

Output from 82496 Cache Controller (pin E17), Input to Pentium processor (pin 
J03) 

Synchronous to ClK 

Signal Description 

This is the cache enable pin. It is used to indicate to the Pentium processor that the current 
cycle is cache able or not. KEN# is an output of the 82496 Cache Controller and is connected to 
the Pentium processor KEN# input. KEN# is normally active and will be deactivated as a 
function of MKEN# (memory bus cacheability), MRO# (memory bus read only), and D/C# 
(data or code). KEN# is also determined by the values of CACHE# and LOCK# from the CPU. 

When Driven 

KEN# is valid with either NA# or the first BRDY# of the cycle (whichever comes first). 

Table 5-6 summarizes the cases when KEN# is active and inactive. 

Table 5-6. KEN# Operation 

Cycle Type KEN# Note 

locked cycles 1 3 

1/0 x 

Memory Write x 

Pentium™ processor Non-Cacheable (CACHE#=1) cycles 1 3 

Non Cacheable Read Miss x 

Cacheable Code Read Miss 0 1 

Cacheable Code Read Hit 0 

Cacheable Data Read Miss (MRO# sampled inactive) 0 1 

Cacheable Data Read Miss (MRO# sampled active) 1 1 

Cacheable Data Read Hit (TRO inactive) 0 2 

Cacheable Data Read Hit (TRO active) 1 2 

NOTES: 

1. MKEN# sampled active. If MKEN# is sampled inactive, KEN# will be driven inactive for all cases. 

2. TRO = 82496 Cache Controller tag RAM Read Only bit. 

3. KEN# will be returned inactive for any cycle in which the 82496 Cache Controller samples CACHE# 
inactive (i.e. locked and Pentium processor non-cacheable cycles) 
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Relation to Other Signals 

Pin Symbol Relation to Other Signals 

CACHE# KEN# is driven inactive during cycles in which the 82496 Cache Controller 
samples CACHE# inactive. 

D/C# KEN# is driven inactive during data (D/C#=1) read cycles with MRO# sampled 
active. 

BRDYC# KEN# is valid with either NA# or the first BRDY# of the cycle (whichever comes 
first). 

LOCK# KEN# is always driven inactive during locked cycles. 

MKEN# If MKEN# is sampled inactive by the 82496 Cache Controller, the KEN# will be 
driven inactive to the CPU. 

MRO# KEN# is driven inactive during data read cycles with MRO# sampled active. 

NA# KEN# is valid with either NA# or the first BRDY# of the cycle (whichever comes 
first) 
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5.2.2.69. KLOCK# 

KlOCK# 82496 Cache Controller lOCK# 

Request for lOCKed cycle. 

Output from 82496 Cache Controller (pin 004) 

Synchronous to ClK 

Glitch Free 

Signal Description 

KLOCK# indicates an 82496 Cache Controller request for the MBC to execute a locked cycle. 
KLOCK# follows the CPU LOCK# request. 

KLOCK# is simply a one-CLK flow-through version of the CPU LOCK# signal if the Memory 
Bus is free. The 82496 Cache Controller activates KLOCK# with CADS# of the first cycle of a 
LOCKed operation and remains active through CADS# of the last cycle of the LOCKed 
operation (i.e. the write of a processor read-modify-write sequence) (see Figure 5-26). 

Unlike the Intel486 DX CPU, the Pentium processor automatically inserts at least one idle 
clock between two consecutive locked operations to allow the LOCK# and KLOCK# signals to 

. be sampled inactive by the 82496 Cache Controller and MBC respectively. 

KLOCK# activation is not qualified by the tag array look-up (hit/miss indications). As a result, 
KLOCK# may be active before CADS# is asserted. 

When Driven 

LOCK# 

KLOCK 

CADS# 

~ 
1''+-1 --+---Ir 

COB97 

Figure 5-26. KLOCK# to LOCK# Relationship 

KLOCK# is asserted with CADS# for cycles in which LOCK# was asserted by the Pentium 
processor with ADS#. KLOCK# de-assertion is a flow-through of one CLK from the CPU 
LOCK# signal and occurs at least one CLK after the last CADS# in a LOCKed sequence. 
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Relation to Other Signals 

Pin Symbol Relation to Other Signals 

CADS# Address and cycle specification signals (i.e., APIC#, CCACHE#, CD/C#, CM/IO#, 
CPCD, CPWT, CSCYC, CW/R#, CWAY, KLOCK#, MAP, MBT[3:0), MCACHE#, 
MCFA, MSET, MTAG, NENE#, PALLC#, RDYSRC, and SMLN#) are valid with 
CADS#. 
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5.2.2.70. KWEND# 

KWEND# Cacheability Window End 

Closes the 82496 Cache Controller cacheability window. 

Input to 82496 Cache Controller (pin N05) 

Synchronous to ClK 

Internal Pull-up 

Signal Description 

KWEND# is a cycle progress input which closes the cacheability window opened with 
CADS#, and causes the MKEN# and MRO# cacheability attributes to be sampled. 

KWEND# should be asserted by the MBC once the memory address has been decoded and 
MKEN# (cacheability) and MRO# (read-only) attributes have been determined. 

Resolving KWEND# quickly allows the non-snoopable window between BGT# and SWEND# 
to be closed more quickly. KWEND# activation also allows the 82496 Cache Controller to 
start allocations and begin replacements. 

When Sampled 

KWEND# is sampled by the 82496 Cache Controller on the CLK in which BGT# is sampled 
active or on the following CLKs. Once KWEND# is sampled active, it is not sampled again 
until BGT# of the next cycle. 

BGT#, KWEND# and SWEND# may be asserted on the same CLK edge. 

KWEND# need only be activated for cycles requiring MKEN# and MRO# to be sampled (i.e. 
cacheable read misses and write cycles with potential allocate). 
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Relation to Other Signals 

Pin Symbol Relation to Other Signals 

BGT# KWEND# is sampled on or after BGT# assertion. 

BRDY# KWEND# must be asserted at least 1 ClK before the first BRDY# for those cycles 
in which the CPU samples KEN#. (KWEND# < FBRDY#). 

BRDY# of a non-cache able 82496 Cache Controller cycles (MKEN# returned 
inactive) which is cacheable by the Pentium processor (active CACHE#), must be 
issued after KWEND# (at which time KEN# is valid). 

CFG2 KWEND# shares a pin with CFG2. 

CRDY# Cycle progress implication rules specify that CRDY# must be asserted for at least 
one ClK after KWEND# for cacheable read misses and write-through cycles with 
potential allocate. 

MKEN# When KWEND# is activated, MKEN# and MRO# are sampled. 

MRO# When KWEND# is activated, MKEN# and MRO# are sampled. 

SWEND# KWEND# allows SWEND# to be sampled. SWEND# is sampled by the 82496 
Cache Controller in the clock in which KWEND# is asserted, and in subsequent 
clocks. 
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5.2.2.71. LOCK# 

lOCK# Cycle lock 

Indicates that the current bus cycle is locked. 

Output from Pentium processor (pin V03), Input to 82496 Cache Controller (pin 
C17) 

Synchronous to ClK 

Glitch Free 

Signal Description 

Refer to the Pentium™ Processor Data Book for a detailed description of this signal. 
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5.2.2.72. LR[1 :0] 

lR[1:0] Line Ratio Pins 

Indicates the line ratio configuration information. 

Configuration Outputs from 82496 Cache Controller (pins N16, P16), Inputs to 
82491 Cache SRAM (pins 39, 37) 

Synchronous to ClK 

Signal Description 

The LR[I:0] signals indicate to the 82491 Cache SRAM which line ratio has been selected by 
the MBC. Table 5-7 shows the line ratios selected by LR[I:0]. LR[I:0] are driven by the 82496 
Cache Controller to the 82491 Cache SRAM during RESET. 

Table 5·7. 82491 Cache SRAM Line Ratio Configuration with LR[1 :0] 

lR1 lRO Line Ratio 

0 0 1 

0 1 2 

1 0 4 

Relation to Other Signals 

Pin Symbol Relation to Other Signals 

WBTYP lRO shares pins with the 82496 Cache Controller WBTYP output and the 82491 
Cache SRAM WBTYP input signals. 

WBWE# lR1 shares pins with the 82496 Cache Controller WBWE# output and the 82491 
Cache SRAM WBWE# input signals. 
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5.2.2.73. M/IO# 

M/IO# Memory or 1/0 

Indicates that the current cycle is either memory or 1/0. 

Output from Pentium processor (pin A02). Input to 82496 Cache Controller (pin 
G17) 

Synchronous to ClK 

Signal Description 

Refer to the Pentium™ Processor Data Book for a detailed description of this signal. 
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5.2.2.74. MALDRV 

MAlDRV Memory Address low Drive 

Selects the low-capacitance address drivers. 

Configuration input to 82496 Cache Controller (pin RD5) 

Synchronous to ClK 

Signal Description 

The 82496 Cache Controller memory bus address signals, MCFA[6:0), MSET[1O:0), 
MTAG[11:0), and MAP can be configured for one of two buffers. The buffer selection 
depends upon the load on these signals and should be based on simulation results of these 
signals driving that load. The 82496 Cache Controller configuration input, MALDRV, is used 
to select the buffer. Refer to Table 7-14 for the buffer selection specifications, and the 
appropriate value ofMALDRV. 

When Sampled 

MALDRV is sampled as shown in the Initialization and Configuration Chapter. MALDRV 
becomes the SYNC# input after RESET goes inactive. 

Relation to Other Signals 

Pin Symbol Relation to Other Signals 

RESET MAlDRV is sampled when RESET is active. Refer to Chapter 4 for specific timing 
requirements with respect to RESET. 

SYNC# MAlDRV shares a pin with SYNC#. 
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5.2.2.75. MALE 

MALE Memory Address Latch Enable 

Enables memory address outputs. 

Input to 82496 Cache Controller (pin RD3) 

Asynchronous 

Signal Description 

The 82496 Cache Controller contains an address latch which controls the last stage of the 
memory address output from the 82496 Cache Controller. The latch is controlled by four 
signals: MAOE#, MBAOE#, MALE and MBALE. MALE and MBALE control address 
latching: MBALE controls the sub-line (burst) portion, and MALE controls the remainder. 
Refer to Table 4-3 in section 4.2.7 for a table (by cache size) showing which memory bus 
address signals are controlled by the MALE input. 

MALE enables the MBC to control when a subsequent pipelined address is driven. When 
MALE is HIGH, the 82496 Cache Controller address latch is in flow-through mode, and the 
82496 Cache Controller address is available on the memory bus. Any new address issued by 
the 82496 Cache Controller will immediately appear at the memory bus. When MALE is 
driven low, the address at the input of the latch is latched. Any subsequent address driven by 
the 82496 Cache Controller internally is not seen at the memory bus outputs until MALE is 
driven HIGH again. 

MALE controls address latching and address parity latching (i.e., MAP) regardless of the state 
of MAOE#. When inactive, MAOE# tri-states the memory address bus, and MALE functions 
independently of MAOE#. 

When Sampled 

MALE is asynchronous and can be asserted or de-asserted at any time. MALE should always 
be driven to a valid state because it directly controls address latch operation. 

Relation to Other Signals 

Pin Symbol Relation to Other Signals 

MAOE#/MBAOE# MAOE# and MBAOE# do not affect the operation of MALE or MBALE. 

MAP MALE controls the latch enable of the memory bus line address parity (MAP) 
input. 

MBALE MALE and MBALE together control latching of the entire 82496 Cache Controller 
memory address output. 

WWOR# MALE shares a pin with the WWOR# configuration pin. 
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5.2.2.76. MAOE# 

MAOE# Memory Address Output Enable 

Tri-states or enables memory address outputs. 

Input to 82496 Cache Controller (pin T05) 

Asynchronous except during snoop cycles (See SNPSTB#) 

Signal Description 

The 82496 Cache Controller address latch is controlled by a latch enable input, MALE, and an 
output enable input, MAOE#. MAOE# has two main functions. First, driving MAOE# active 
enables the 82496 Cache Controller to drive the 82496 Cache Controller address lines (MSET, 
MTAG, MCFA, MAP). Refer to Table 4-3 in section 4.2.7 for a table (by cache size) showing 
which memory bus address signals are controlled by the MAOE# input. Second, MAOE# is a 
qualifier for snoop cycles and must be inactive for a snoop request to be recognized by the 
82496 Cache Controller. 

In general, MAOE# should be active if the 82496 Cache Controller is the current bus master. 
When an 82496 Cache Controller gives up the bus, MAOE# should be inactive to float the 
address lines and allow another bus master to generate a snoop request. 

MAOE# controls the 82496 Cache Controller address output, except for the sub-line portion, 
which has a separate output control (MBAOE#). MAOE# also provides the output enable for 
the memory line address parity (MAP) latch. 

When Sampled 

MAOE# is an asynchronous input (except during snoop cycles) and always has full control 
over the address output. For this reason, MAOE# must always be driven to a valid state. 

The 82496 Cache Controller samples MAOE# to qualify snoop cycles. If MAOE# is sampled 
active, the snoop is ignored. This allows SNPSTB# to share a common line for multiple C5Cs. 

In synchronous snoop mode, MAOE# is sampled on the rising edge of the first CLK in which 
SNPSTB# becomes active. In clocked mode, MAOE# is sampled on the rising edge of the first 
SNPCLK in which SNPSTB# becomes active. In strobed mode, MAOE# is sampled on the 
falling edge of SNPSTB#. 

MAOE# is only sampled with SNPSTB#. SNPSTB# may be qualified by CLK, SNPCLK, or 
the falling edge of SNPSTB#, depending on the snoop mode, and must meet set-up and hold 
times to the edge being sampled. When SNPSTB# is not asserted, MAOE# is a "don't care" 
signal and is not required to meet set-up and hold times. 

MAOE# need not meet any set-up or hold time if it is not being sampled during a snoop cycle. 
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Relation to Other Signals 

Pin Symbol Relation to Other Signals 

MALE MALE and MAOE# together provide full control over the 82496 Cache Controller 
MAP line address output latch and the memory bus address parity (MAP) latch. 

MBAOE# MAOE# and MBAOE# together control the entire 82496 Cache Controller memory 
bus address. 

SNPSTB# If MAOE# is active when SNPSTB# is asserted, the snoop request is ignored by 
the 82496 Cache Controller. 
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5.2.2.77. MAP 

MAP Memory Bus Address Parity 

Indicates Even Memory Bus address parity. 

Input when MAOE#=1, Output when MAOE#=O to/from 82496 Cache Controller 
(pin U08) 

Input synchronous to CLK, SNPCLK or SNPSTB#; 
Output synchronous to CLK, MAOE# active and MALE high. 

Signal Description 

MAP indicates the address parity of the 82496 Cache Controller line address bits (i.e., MSET, 
MTAG, MCFA). During snoop cycles, MAP is driven by the MBC and indicates the line 
address parity for the snooped address. 

When Sampled/Driven 

MAP is driven by the 82496 Cache Controller on all 82496 Cache Controller initiated cycles 
(i.e., when MAOE# is active). 

In synchronous snoop mode, MAP is sampled on the rising edge of the first CLK in which 
SNPSTB# becomes active. In clocked mode, MAP is sampled on the rising edge of the first 
SNPCLK in which SNPSTB# becomes active. In strobed mode, MAP is sampled on the falling 
edge of SNPSTB#. 

MAP is only sampled with SNPSTB# activation. When SNPSTB# is not asserted, MAP is a 
"don't care" signal and is not required to meet set-up and hold times. 

Relation to Other Signals 

Pin Symbol, Relation to Other Signals 

CADS# Address and cycle specification signals (Le" APIC#, CCACHE#, CD/C#, CM/IO#, 
CPCD, CPWT, CSCYC, CW/R#, CWAY, KLOCK#, MAP, MBT[3:0j, MCACHE#, 
MCFA, MSET, MTAG, NENE#, PALLC#, RDYSRC, and SMLN#) are valid with 
CADS#. 

MALE MALE and MAOE# together provide full control over the 82496 Cache Controller 
line address output latch and the memory bus address parity (MAP) latch. MALE 
controls the latch enable of the memory bus line address parity input. 

MAOE# MALE and MAOE# together provide full control over the 82496 Cache Controller 
line address output latch and the memory bus address parity (MAP) latch. MAOE# 
provides the output enable for the memory line address parity latch. 

MAP is an input when MAOE# is high, and an output when MAOE# is low. 

MAPERR# MAPERR# is driven active only after a wrong line address parity is driven to the 
82496 Cache Controller on the MAP input during a snoop cycle. 

SNPSTB# MAP is sampled with SNPSTB# activation. 
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5.2.2.78. MAPERR# 

MAPERR# Memory Address Bus Parity Error 

Indicates that a memory address bus parity error occurred. 

Output from 82496 Cache Controller (pin U01) 

Synchronous to ClK 

Glitch Free 

Signal Description 

MAPERR# is driven active during 82496 Cache Controller snoop cycles whenever there is a 
memory address bus parity error (e.g. MAP doesn't match the even parity of the 82496 Cache 
Controller line address being snooped). 

When Driven 

MAPERR# will be inactive (HIGH) from the first CLK after the falling edge of RESET. 
MAPERR# will remain inactive until 1 CLK after initialization or self-test is finished 
(FSIOUT# goes inactive). During initialization and self-test, the 82496 Cache Controller does 
not perform address parity check when SNPSTB# is issued. 

In synchronous snoop mode, MAPERR# is driven to a valid level (either active or inactive) 
two CLKs after SNPSTB#, and will remain valid until one CLK after the next SNPSTB#. In 
asynchronous snoop mode, (e.g. clocked and strobed), MAPERR# is driven to a valid level 
(either active or inactive) one CLK after SNPCYC#, and will remain valid until the CLK of the 
next SNPCYC#. Refer to Figures 5-17 and 5-18 in section 5.1.3.2. 

MAPERR# is inactive during RESET, and remains inactive until at least 5 CLKs after RESET 
goes inactive. 

Relation to Other Signals 

Pin Symbol Relation to Other Signals 

MAP MAPERR# is driven active only after a wrong line address parity is driven to the 
82496 Cache Controller on the MAP input during a snoop cycle. 
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5.2.2.79. MAWEA# 

MAWEA# Memory Bus Array Write Enable or Allocation 

Indicates that the data should be written or an allocation should occur. 

Output from 82496 Cache Controller (pin R18), Input to 82491 Cache SRAM (pin 
41) 

Synchronous to ClK 

Signal Description 

During read cycles, MAWEA# indicates to the 82491 Cache SRAM that data supplied from 
memory should be written to the array one CLK after CRDY# (the linefill will be executed 
then). During write cycles, MA WEA# indicates that the 82491 Cache SRAM should schedule 
an allocation cycle following the current write cycle. The data will be written to the 82491 
Cache SRAM array one CLK after the CRDY# of the allocation. MA WEA# is active 1 CLK 
after KWEND# for cacheable read miss cycles or write through with potential allocation 
cycles. 

Relation to Other Signals 

None. 
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5.2.2.80. MBALE 

MBALE Memory Subline Address Latch Enable 

Enables memory subline address outputs. 

Input to 82496 Cache Controller (pin 005) 

Asynchronous 

Signal Description 

The 82496 Cache Controller's memory bus address latch is controlled by four signals: 
MAOE#, MBAOE#, MALE and MBALE. MALE and MBALE control latching of the entire 
82496 Cache Controller address. MBALE controls the sub-line (burst) portion while MALE 
controls the remainder. Refer to Table 4-3 in section 4.2.7 for a table (by cache size) showing 
which memory bus address signals are controlled by the MBALE input. 

MALE and MBALE provide the MBC with complete flexibility while the next address is 
driven. When MBALE is HIGH, the sub-line portion of the 82496 Cache Controller address 
latch is in flow-through mode, and the 82496 Cache Controller sub-line address is available at 
the memory bus. Changes in the 82496 Cache Controller sub-line address will immediately 
appear at the memory bus. When MBALE is driven low, the sub-line address at the latch input 
is latched. Any subsequent sub-line address driven by the 82496 Cache Controller is not seen 
at the memory bus outputs until MBALE is driven HIGH again. 

MBALE latches addresses regardless of the state of MAOE# or MBAOE#. If MBAOE# is 
inactive, MBALE operates the latch properly, but the sub-line portion of the memory bus is 
placed in the high-impedance state. 

Separate line and sub-line address latch controls are provided so that latch outputs may be 
driven at different times. 

When Sampled 

MBALE is asynchronous and can be asserted and de-asserted at any time. MBALE should 
always be driven to a valid state because it directly controls the operation of the address latch. 

Relation to Other Signals 

Pin Symbol Relation to Other Signals 

HIGHZ# MBALE shares a pin with the HIGHZ# configuration pin. 

MALE MALE and MBALE together control latching for the entire 82496 Cache Controller 
memory output address. 

MAOE#/MBAOE# MAOE# and MBAOE# do not affect the operation of MALE or MBALE. 
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5.2.2.81. MBAOE# 

MBAOE# Memory Subline Address Output Enable 

Tri-states/enables memory sub-line address outputs. 

Input to 82496 Cache Controller (pin 007) 

Asynchronous except during snoop cycles (See SNPSTB#) 

Signal Description 

The 82496 Cache Controller memory bus address latch is controlled by four signals: MAOE#, 
MBAOE#, MALE, and MBALE. MAOE# and MBAOE# are output enables for the entire 
memory bus address. MBAOE# controls the sub-line portion of the address and MAOE# 
controls the line address output enable. Refer to Table 4-3 in section 4.2.7 for a table (by cache 
size) showing which memory bus address signals are controlled by the MBAOE# input. 

MBAOE# has two functions. First, it can tri-state the sub-line portion of the address separately 
from the rest of the address. Because the 82496 Cache Controller does not sequence through 
burst addresses, the memory system can provide the burst sub-line addresses, by tri-stating the 
sub-line address output from the 82496 Cache Controller after the first transfer. 

Second, MBAOE# is sampled during snoop cycles. If MBAOE# is sampled inactive, any 
snoop write-back cycle begins at the sub-line address provided. If MBAOE# is sampled active, 
the snoop write-back begins at sub-line address O. This allows snoop write-backs to begin at 0 
or at the snooped sub-line address and progress through the normal burst order. Note that 
MBAOE# controls whether the address driven during a snoop writeback is the snooped 
address. MZBT# controls the order of the data driven during a snoop writeback. If MBAOE# 
is 1, the address driven is exactly the snooped address. If MBAOE# is 0, the address driven is 
the cache controller line address of the line that includes the snoop information. 

When Sampled 

Like MAOE#, MBAOE# is asynchronous except during snoop cycles and can be asserted or 
de-asserted at any time. Since MBAOE# has direct control over the address latch, it must 
always be driven to a valid state. 

In synchronous snoop mode, MBAOE# is sampled on the rising edge of the first CLK in which 
SNPSTB# becomes active. In clocked mode, MBAOE# is sampled on the rising edge of the 
first SNPCLK in which SNPSTB# becomes active. In strobed mode, MBAOE# is sampled on 
the falling edge of SNPSTB#. 

MBAOE# is only sampled with SNPSTB# activation. When SNPSTB# is not asserted, 
MBAOE# is a "don't care" signal and is not required to meet set-up and hold times. 

If MBAOE# is not being sampled for a snoop (i.e. if SNPSTB# is not asserted), MBAOE# 
need not meet set-up or hold times. 
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Relation to Other Signals 

Pin Symbol Relation to Other Signals 

MALE The 82496 Cache Controller memory bus address latch is completely controlled 
MBALE by MALE, MBALE, MAOE# and MBAOE#. 

MAOE# MAOE# and MBAOE# together control the entire 82496 Cache Controller memory 
bus address. 

SNPSTB# MBAOE# is sampled with SNPSTB# activation. 
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5.2.2.82. MBE# 

MBE# Memory Byte Enable 

A latched version of the Pentium processor BE[7:0]# output signals. 

Output from 82491 Cache SRAM (pin 32) 

Synchronous to ClK 

Internal Pull-up 

Signal Description 

The 82491 Cache SRAM includes an on-chip memory byte enable latch that replaces what 
used to be a discrete component on Intel486 DX CPU-Cache Module and Chip Set. This latch 
samples the Pentium processor BE# input and passes it as an MBE# (memory byte enable) 
output to the bus controller. 

The byte enable latching is controlled by a 82491 Cache SRAM input, BLEC#, from the 82496 
Cache Controller. The latch samples BE# at each clock rising edge when BLEC# is low. When 
BLEC# is high, the latch is closed and MBE# [P AR#] is driven to the corresponding CPU 
BE[7:0]# level. 

The MBE# output is shared with the P AR# pin and is operative following reset. For a device 
configured in PARITY mode at reset time, the MBE# output function is tri-stated (PAR# is 
strapped low). 

MBE# is not valid during 82496 Cache Controller replacement write back, snoop write back, 
and allocation cycles. The MBC must regard all CPU byte enables as active during these 
cycles. 

For a 512-Kbyte cache size design (16 data 82491 Cache SRAM devices), the MBC needs to 
use only 8 of the 82491 Cache SRAMs to pass CPU byte enable information to the memory 
system. The remaining MBE# outputs may remain disconnected. 

When Driven 

On the first memory bus cycle following reset deassertion, MBE# is valid with CADS#. Figure 
5-27 illustrates MBE# [PAR#] timing after RESET. 

ClK 

SNPCYC# 

MAPERR# ~ __ ~ __ ~~X~~~~I~VA~l=ID~A~I~x~I ____ ~lvA=l=ID~B~I __ ~_ 
I 

CDB44 

Figure 5-27. MBE# [PAR#] Timing After RESET 
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If there is no cycle active on the memory bus, the 82496 Cache Controller is able to drive 
BLEC# inactive in the CLK after ADS# (of a cache miss cycle). In this case, the 82491 Cache 
SRAM MBE# outputs will be active with the CADS# of the memory bus cycle. Refer to 
Figure 5-23 (in the BLEC# pin description). 

When an ADS# (for a cache miss cycle) has been issued by the CPU, but not yet handled by 
the 82496 Cache Controller because the memory bus is busy, the 82496 Cache Controller will 
assert BLEC# for one CLK following CNA# or CRDY# assertion. In this case, the 82491 
Cache SRAM MBE# outputs will be valid one CLK after the CADS# of the memory bus 
cycle. Refer to Figure 5-24 (in the BLEC# pin description). 

If a cycle hits in the 82496 Cache Controller tagRAM, then BLEC# will go inactive for one 
CLK, latching the CPU byte enables for one CLK. These are unnecessary since the cycle does 
not get issued on the memory bus (i.e., no CADS# is generated). Refer to Figure 5-25 (in the 
BLEC# pin description). 

Relation to Other Signals 

Pin Symbol Relation to Other Signals 

CADS# Address and cycle specification signals (Le., APIC#, CCACHE#, CD/C#, CM/IO#, 
CPCD, CPWT, CSCYC, CW/R#, CWAY, KLOCK#, MAP, MBT[3:0], MCACHE#, 
MCFA, MSET, MTAG, NENE#, PALLC#, RDYSRC, and SMLN#) are valid with 
CADS#. 

PAR# MBE# shares a pin with PAR#. 

5-134 

I 



HARDWARE INTERFACE 

5.2.2.83. MBRDY# 

MBRDY# Memory Burst Ready 

Burst ready input to the memory buffers. 

Input to 82491 Cache SRAM (pin 22) 

Synchronous to MCLK 

Signal Description 

In clocked memory bus mode, MBRDY# is used with MSEL# active to advance the memory 
burst address counter of the memory buffer in use. As a result, new data is latched from the 
memory bus (read cycle) or new data is driven from the 82491 Cache SRAM memory cycle 
buffer (write cycle). MBRDY# is sampled on all MCLK edges in which MSEL# is sampled 
active and has no relation to CLK. In strobed mode, MISTB/MOSTB strobes data into and out 
of the 82496 Cache Controller/82491 Cache SRAM. 

For write cycles, the first piece of write data is available at the MDATA bus pins. MBRDY# 
assertion with MSEL# active causes the next 64- or 128-bit slice of write data to be available. 
If only one slice is required to be read or driven, MSEL# and MBRDY# need not go active. 

For read cycles, the first piece of read data flows through to the CPU (if no MZBT#). 
MBRDY# assertion with MSEL# activation causes the next slice of memory data to be latched 
in the memory buffer. The assertion of BRDY# allows this data to be available on the CPU bus 
and latches the previous doubleword into the CPU. For cacheable cycles, MBRDY# must be 
asserted four or eight times, depending on cache configuration. MEOC# can replace the last 
MBRDY# to latch the last slice of data into the 82491 Cache SRAM buffer. MBRDY# causes 
the memory burst counter to be incremented. MEOC# resets the memory burst counter. 

When Sampled 

MBRDY# is sampled on all MCLK edges in which MSEL# is sampled active. In this way, 
MSEL# qualifies the MBRDY# input. If MSEL# is sampled inactive, MBRDY# need not 
follow MCLK set-up and hold times. 

Once the maximum number of MBRDY# signals have been asserted to the 82491 Cache 
SRAM, MBRDY# is ignored. 
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Relation to Other Signals 

Pin Symbol Relation to Other Signals 

CADS# The first MBRDY# must come after CADS# assertion. 

MSEl# MBRDY# is qualified by the MSEl# input. When MSEl# is active, MBRDY# 
advances the memory burst counter for the memory buffer in use to input or output 
data through the memory data bus pins. 

MEOC# MEOC# switches the buffers to the next pending cycle, and the last MBRDY# 
must come before or on the ClK of MEOC# assertion. MEOC# can replace the 
last MBRDY# to latch the last slice of data into the 82491 Cache SRAM buffer. 

The last MBRDY# must come before or on the ClK of MEOC# assertion. 

MISTB MBRDY# shares a pin with the memory bus input strobe, MISTB. 
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5.2.2.84. MBT[3:0] 

MBT[3:0] Memory Branch Trace Address bits 

Provides bits 0-2 of the branch target linear address and the default operand size 
during a Branch Trace Message Special Cycle. 

Output from 82496 Cache Controller (pins: U10, U12, U14, U16) 

Synchronous to ClK 

Signal Description 

The Memory bus branch trace pins, MBT[3:0], echo the Pentium processor bus branch trace 
pins. They provide bits 0-2 of the branch target linear address and the default operand size 
during a Branch Trace Message Special Cycle to the Memory Bus Controller. 

MBTO: 

MBTl: 

MBT2: 

MBT3: 

Pentium processor Address bit AO of the branch target linear address 

Pentium processor Address bit Al of the branch target linear address 

Pentium processor Address bit A2 of the branch target linear address 

Driven high if the default operand size is 32 bits 

Driven low if the default operand size is 16 bits 

The Branch Trace Message Special Cycle is part of the Pentium processor execution tracing 
protocol. If the execution tracing enable bit (bit 1) in TRI2 is set to 1, a branch trace message 
special cycle will be driven each time IBT is asserted (i.e., whenever a branch is taken). 

When Driven 

The MBT[3:0] outputs are driven to their valid levels with the CADS# of a branch trace 
message special cycle. These outputs remain valid until CAHOLD is asserted or the clock after 
the earlier of CNA# or CRDY#. 

During normal operation, the 82496 Cache Controller MBT[3:0] pins may be left unconnected 
or connected to the memory bus. 

If the MBT[3:0] pins are connected between the memory bus and the 82496 Cache 
Controller, the MBC must always drive MBT[3:0] low during inquire and back-invalidation 
cycles. 

If the MBT[3:0] pins are left unconnected between the 82496 Cache Controller and the 
memory bus, external pull-downs must be connected to the MBT[3.0] pins of the 82496 
Cache Controller. 

I 5-137 



HARDWARE INTERFACE 

Relation to Other Signals 

Pin Symbol Relation to Other Signals 

CADS# Address and cycle specification signals (i.e., APIC#, CCACHE#, CD/C#, CM/IO#, 
CPCD, CPWT, CSCYC, CW/R#, CWAY, KLOCK#, MAP, MBT[3:0], MCACHE#, 
MCFA, MSET, MTAG, NENE#, PALLC#, RDYSRC, and SMLN#) are valid with 
CADS#. 

BT[3:0] The MBT[3:0] outputs of the cache controller reflect the BT[3:0] inputs during 
Branch Trace Message Special Cycles. 

IBT (Pentium If TR12.TR (bit 1 in Test Register 12 of Pentium processor) is set to 1, MBT[3:0] 
processor signal) are driven along with the branch trace message special cycle for each assertion of 

IBT. 
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5.2.2.85. MCACHE# 

MCACHE# Internal Cacheability of Second-level Cache 

Indicates cycle cacheability attribute and cycle length. 

Output from 82496 Cache Controller (pin 003) 

Synchronous to ClK 

Signal Description 

MCACHE# is driven by the 82496 Cache Controller to indicate that the current cycle may be 
cached. Data cacheability is determined later in the cycle by MKEN# assertion. MCACHE# is 
asserted during allocation, replacement write back cycles, snoop write back cycles, and 
cacheable read-miss cycles (i.e. read-miss cycles in which PCD and LOCK# are not asserted). 
MCACHE# is not asserted for I/O, special or locked cycles (see Table 5-8). 

Table 5-8. MCACHE# Status versus Cycle Type 

Cycle Type MCACHE# 

Posted Writes 1 

Replacement Write Backs 0 

Snoop Write Backs 0 

Read, PCO=O 0 

Read, PCO=1 1 

Allocation 0 

I/O Cycles 1 

locked Cycles 1 

Note that MCACHE# does not imply CPU cacheability. The MBC must use the CCACHE# 
signal to determine Pentium processor cacheability. 

When Driven 

MCACHE# is valid in the CLK of CADS# and SNPADS#, and remains valid until either 
CRDY# or CNA# are asserted. 
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Relation to Other Signals 

Pin Symbol Relation to Other Signals 

CADS# Address and cycle specification signals (Le., APIC#, CCACHE#, CD/C#, CM/IO#, 
CPCD, CPWT, CSCYC, CW/R#, CWAY, KLOCK#, MAP, MBT[3:0], MCACHE#, 
MCFA, MSET, MTAG, NENE#, PALLC#, RDYSRC, and SMLN#) are valid with 
CADS#. 
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5.2.2.86. MCFA[6:0], MSET[10:0], MTAG[11 :0] 

MCFA[6:0] Memory Address Bus 

MSET[10:0] Memory address bus pins. 

MTAG[11:0] Input/Output between Memory Bus and 82496 Cache Controller (pins Q14, Q15, 
Q16,R07,S05,P15,R17, R12,R13,Q11,T18,S18,R14,S17, R15,Q12,Q13, 
R16,Q08, R08,T17,Q09,T16, T15,S16,R09,S15,R10,Q10,R11) 

Input synchronous to ClK, SNPClK or SNPSTB#; 
Output synchronous to ClK, MAOE# active and MALE high. 

Signal Description 

MSET, MTAG, MCFA comprise the 82496 Cache Controller cache memory address bus. 
They pass through an output latch on the 82496 Cache Controller which can be controlled by 
the MBC using the signals MALE, MBALE, MAOE# and MBAOE#. MBALE and MALE are 
the address latch enables for the sub-line address portion and the line address portion, 
respectively. MBAOE# and MAOE# are the address latch output enables for the sub-line 
address and the line address portions of the address respectively. 

When MAOE# and MBAOE# are active, MSET, MTAG, MCFA are driven by the 82496 
Cache Controller cache. MSET, MTAG, MCFA are valid at the start of a memory bus cycle at 
the input of the address latch in the 82496 Cache Controller. If MALE and MBALE are HIGH 
(flow-through) and MAOE# and MBAOE# are active (outputs enabled), the address is driven 
to the memory bus with CADS# and SNPADS#. 

If a new cycle starts and MALE and MBALE are low, and MAOE# and MBAOE# are also 
low, the previous address remains valid on the address pins of the 82496 Cache Controller 
cache controller. Once MALE/MBALE goes HIGH, the new address flows through with the 
appropriate propagation delay (MSET, MTAG, MCFA address valid delay from 
MALE/MBALE going HIGH). The new address appears at the 82496 Cache Controller 
outputs if MAOE# and MBAOE# are both active. 

If a new cycle starts and MALE and MBALE are HIGH while MAOE# and MBAOE# are 
inactive, the 82496 Cache Controller's MSET, MTAG, MCFA outputs remain in the high­
impedance state. Once MAOE# and MBAOE# are asserted, the new address flows through 
with the appropriate propagation delay (MSET, MTAG, MCFA address valid delay from 
MAOE#/MBAOE# going active). 

MSET, MTAG, MCFA are used as 82496 Cache Controller inputs (with MAOE# and 
MBAOE# inactive) during snoop cycles. These address lines are sampled by the 82496 Cache 
Controller during snoop initiation along with the other snoop attributes. 

When Sampled/Driven 

If MALE and MBALE are HIGH and MAOE# and MBAOE# are low, MSET, MTAG, MCFA 
are valid with CADS# and SNP ADS# with the timing referenced to CLK. Otherwise, they are 
asserted with a delay from MALE/MBALE HIGH or MAOE#/MBAOE# active. 
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MSET, MTAG, MCFA may change when CNA# or CRDY# is sampled active. MSET, 
MTAG, MCFA have a float delay from MAOE#/MBAOE# going inactive. These outputs are 
undefined after CRDY#jCNA# assertion and before the next CADS# or SNPADS# assertion. 

In synchronous snoop mode, MSET, MTAG, MCFA are sampled on the rising edge of the first 
CLK in which SNPSTB# becomes active. In clocked mode, MSET, MTAG, MCFA are 
sampled on the rising edge of the first SNPCLK in which SNPSTB# becomes active. In 
strobed mode, MSET, MTAG, MCFA are sampled on the falling edge of SNPSTB#. 

MSET, MTAG, MCFA are only sampled with SNPSTB#. SNPSTB# may be qualified by 
CLK, SNPCLK, or the falling edge of SNPSTB#, depending on the snoop mode, and must 
meet set-up and hold times to the edge being sampled. When SNPSTB# is not asserted, MSET, 
MTAG, MCFA are "don't care" signals and are not required to meet set-up and hold times. 

If MAOE# and MBAOE# are inactive and SNPSTB# is not asserted (no snoop), MSET, 
MTAG, MCFA need not meet any set-up or hold time. 

Relation to Other Signals 

Pin Symbol Relation to Other Signals 

CADS# Address and cycle specification signals (i.e., APIC#, CCACHE#, CD/C#, CM/IO#, 
CPCD, CPWT, CSCYC, CW/R#, CWAY, KLOCK#, MAP, MBT[3:0], MCACHE#, 
MCFA, MSET, MTAG, NENE#, PALLC#, RDYSRC, and SMLN#) are valid with 
CADS#. 

MALE/MBALE The address is valid with CADS# as long as MALE and MBALE are HIGH. If 
MSET, MTAG, MCFA have been asserted but are blocked by MALE/MBALE, they 
are asserted when MALE/MBALE go active. 

MAOE#/MBAOE# The address is valid with CADS# as long as MAOE# and MBAOE# are active. If 
MSET, MTAG, MCFA have been asserted but are blocked by MAOE#/MBAOE#, 
they are asserted when MAOE#/MBAOE# go active. MSET, MTAG, MCFA may 
be floated by deasserting MAOE# and MBAOE#. 

MAP MAP indicates the address parity of the 82496 Cache Controller line address bits 
(i.e., MSET, MTAG, MCFA). 

SNPADS# MSET, MTAG, MCFA are also driven with SNPADS#, so they are valid when 
SNPADS# is sampled active. 

SNPSTB# MSET, MTAG, MCFA are used as inputs during snoop cycles. They are sampled 
with SNPSTB# along with the snoop attribute signals. 
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5.2.2.87. MCLK 

MCLK Memory Bus Clock 

Memory bus Clock signal. 

Input to 82491 Cache SRAM (pin 26) 

Internal Pull-up 

Signal Description 

In clocked memory bus mode, MCLK provides the memory bus clock. 82491 Cache SRAM 
Memory bus signals and memory bus data are sampled on the rising edge of MCLK. Memory 
bus write data is driven with respect to MCLK or MOCLK depending upon the configuration. 
MCLK need not have any relation to CLK. MCLK has minimum and maximum frequencies, 
the maximum being the same as CLK (i.e., MCLK <= CLK). 

Relation to Other Signals 

Pin Symbol Relation to Other Signals 

MBRDY#, In clocked memory bus mode, the memory bus, MSEL#, MFRZ#, MBRDY#, 
MDATA[7:0], MFRZ#, MZBT# and MEOC# pins are sampled synchronously with the rising edge of 
MOEC#, MSEL#, MCLK. In a clocked memory bus write, the memory bus outputs are driven 
MZBT# synchronously with MCLK or MOCLK. 

MOCLK MOCLK is a delayed version of MCLK. MOCLK is provided to allow the system 
designer to increase the minimum data hold time available to the memory bus 
relative to MCLK when data is output from the 82491 Cache SRAM. 

MSTBM MCLK shares a pin with MSTBM. Note that the MCLK/MSTBM pin only becomes 
MGLK after the following condition: MCLK/MSTBM is toggled AFTER the third 
CLK which occurs after RESET. Refer to the MSTBM pin description for more 
details. 
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5.2.2.88. MCYC# 

MCYC# Memory Bus Cycle 

Indicates that the current cycle will use the memory buffers. 

Output from 82496 Cache Controller (pin 018), Input to 82491 Cache SRAM (pin 
42) 

Synchronous to ClK 

Signal Description 

MCYC# is a one CLK pulse and, when sampled by the 82491 Cache SRAM, latches the 
current cycle address into one of the memory cycle address buffers. It selects which memory 
cycle address buffer will provide the array address, and allocates a memory cycle data buffer 
for the upcoming memory bus cycle. 

Relation to Other Signals 

None. 
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5.2.2.89. MDATA[7:0] 

MDATA[7:0] Memory Bus Data Pins 

Chip Set memory data bus. 

Input/Output of 82491 Cache SRAM (pins 4, 8, 12, 16, 6, 10, 14, 18) 

Synchronous to ClK, MClK, MOClK or strobed (MISTB/MOSTB) 

Signal Description 

MDATA[7:0] comprise the memory data bus of the 82496 Cache Controller/82491 Cache 
SRAM cache. Depending on the cache configuration, only half of these pins may be used. The 
pins are directly controlled by the MDOE# input. When MDOE# is inactive, these pins are tri­
stated and may be used as inputs. 

For write cycles, the 82496 Cache Controller asserts CDTS# to indicate that data is available at 
the memory bus data pins or in its buffer. In clocked memory bus mode, data is output with a 
valid delay from MCLK or MOCLK, and is changed with respect to MEOC# or MBRDY#. In 
strobed memory bus mode, data is output using MOSTB. 

For read cycles, data read from the memory bus into the 82491 Cache SRAMs using 
MBRDY# (clocked memory bus mode) or MISTB (strobed memory bus mode). 

For cache configurations which only require 4 MDATA pins, bits 3-0 are used. Unused 
MDATA[7:4] pins MUST be tied either to VSS or to VCC through resistors. 

When Sampled/Driven 

When the 82496 Cache Controller initiates a write cycle, the write data is written to the 
appropriate memory buffer and CDTS# is asserted. If MDOE# is active, the first piece of write 
data is available at the memory bus data pins with some delay from the CPU CLK edge in 
which CDTS# is asserted. In clocked mode, subsequent pieces of write data are output with 
some delay from MCLK or MOCLK (mode dependent) from the edge that MBRDY# is 
sampled active. In strobed mode, subsequent data is output with MOSTB assertion. MEOC# 
switches memory cycle buffers and outputs the last piece of data if used in place of the last 
MBRDY# or MOSTB. 

For read cycles, the 82496 Cache Controller asserts CDTS# the CLK before the CPU data path 
is available for read data. This means that the memory data bus is available before CDTS# is 
asserted. MDOE# must be inactive for the 82491 Cache SRAM to read data. In clocked 
memory bus mode, read data is clocked into the 82491 Cache SRAM cache by asserting 
MBRDY# on MCLK edges. In strobed mode, data is read by MISTB. Data that is read into the 
82491 Cache SRAM's memory data pins must meet proper set-up and hold times. MEOC# 
switches memory cycle buffers and latches the last piece of data if used in place of the last 
MBRDY# or MISTB. 

Data at the data inputs need not follow set-up and hold times to MCLK edges that sample 
MBRDY# inactive. 
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Relation to Other Signals 

Pin Symbol Relation to Other Signals 

CDTS# If MDOE# is active, write data is available on the data bus some time after CDTS# 
or MEOC# is sampled active. CDTS# assertion by the 82496 Cache 
Controller/82491 Cache SRAM cache indicates that the read path is available in 
the next ClK. 

MBRDY# For write back cycles, new write data is available at the data pins after MBRDY# 
assertion or MOSTB changing. Data on the memory bus is read in with respect to 
MBRDY# and MClK or MISTB. 

MBRDY# The MBC must account for the set-up time to the memory buffers, plus a full CPU 
ClK to read data into the CPU. If properly done, data on the memory bus can pe 
read in by asserting MBRDY#, and in the next full CPU ClK read into the CPU 
using BRDY#. 

MClK Data on the memory bus is read in with respect to MBRDY# and MClK or MISTB. 

MDOE# If MDOE# is active, write data is available on the data bus some time after CDTS# 
or MEOC# is sampled active. MDOE# must be inactive for reading data on the 
memory bus. 

MEOC# If MDOE# is active, write data is available on the data bus some time after CDTS# 
or MEOC# is sampled active. 

MISTB Data on the memory bus is read in with respect to MBRDY# and MClK or MISTB. 

MOSTB For write back cycles, new write data is available at the data pins after MBRDY# 
assertion or MOSTB changing. 
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5.2.2.90. MDLDRV 

MDLDRV Memory Data low Drive 

Selects low-capacitance data bus drivers. 

Configuration input to 82491 Cache SRAM (pin 24) 

Synchronous to ClK 

Signal Description 

Each 82491 Cache SRAM cache SRAM data signal, MDATA[7:0] can be configured for one 
of two buffers. The buffer selection depends upon the load on these signals and should be 
based on simulation results of these signals driving that load. The 82491 Cache SRAM 
configuration input, MDLDRV, is used to select the buffer. Refer to Table 7-14 for the buffer 
selection specifications, and the appropriate value of MDLDRV. 

When Sampled 

MDLDRV is sampled as shown in the Initialization and Configuration chapter. MDLDRV 
becomes the MFRZ# input when RESET goes inactive. 

Relation to Other Signals 

Pin Symbol Relation to Other Signals 

RESET MDLDRV is sampled when RESET is active. Refer to Chapter 4 for specific 
timing requirements with respect to RESET. 

MFRZ# MDLDRV shares a pin with MFRZ#. 
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5.2.2.91. MDOE# 

MDOE# Memory Data Output Enable 

Three-states/Enables Memory Data Outputs. 

Input to 82491 Cache SRAM (pin 20) 

Asynchronous 

Signal Description 

MDOE# is an 82491 Cache SRAM input that causes the 82491 Cache SRAM to drive its 
memory bus. outputs (MDATA[7:0]). When MDOE# is inactive, these lines are floated and 
may be used as inputs to the 82491 Cache SRAM. MDOE# is not sampled on any CLK and is 
a direct connection to the memory output drivers. 

When Sampled 

Since MDOE# is a direct connection to the 82491 Cache SRAM memory output drivers, 
MDOE# must always be driven to a valid level. When MDOE# becomes active, data in the 
82491 Cache SRAM memory buffer is driven to the data outputs with some propagation delay 
from MDOE# going active. Similarly, there is some float delay from MDOE# going inactive. 

MDOE# must be inactive for the 82491 Cache SRAM to read memory bus data. 

Relation to Other Signals 

Pin Symbol Relation to Other Signals 

MDATA[7:0] MDOE# must be inactive for reading data on the memory bus. MDOE# must be 
active for write data to be available on the memory bus. 
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5.2.2.92. MEOC# 

MEOC# Memory End of Cycle 

Ends 82496 Cache Controlier/82491 Cache SRAM cycles by switching buffers. 

Input to 82491 Cache SRAM (pin 23) 

Synchronous to MCLK or asynchronous (strobed mode) 

Glitch Free in Strobed Mode 

Signal Description 

MEOC# ends the current memory bus cycle and switches memory buffers for a new cycle. 
Switching to the next memory cycle buffer does not cause information to be lost in the 
memory or CPU buffers in the 82491 Cache SRAM. 

MEOC# is provided so that the memory system can switch to a new cycle without CPU CLK 
synchronization (this is especially useful in pipelining). In clocked memory bus mode, 
MEOC# is sampled with the rising edge of MCLK. In strobed memory bus mode, the MEOC# 
function is performed with falling MEOC# edges. 

During read or write cycles, MEOC# may be activated on or after the MCLK edge of the last 
MBRDY# of a particular cycle. If a cycle is pending (i.e. if pipelining is used), the next cycle 
flows through with a propagation delay. MEOC# is required for all memory bus cycles. 

MEOC# provides three functions in addition to switching memory bus cycles: 

1. It resets the memory burst counter to its starting value (this value depends upon MZBT#). 
If MSEL# is active at this point, MZBT# is sampled, allowing MSEL# to remain active 
between cycles. 

2. During write cycles with P ALLC# active, MEOC# causes MFRZ# to be sampled for a 
subsequent allocation (line fill). Note that if MFRZ# is sampled active, the MEOC# will 
not switch memory cycle buffers (i.e., the allocation will occur in the same 82491 Cache 
SRAM buffer). 

3. MEOC#, if used in place of the last MBRDY# or MxSTB, latches in the last slice of data 
before switching buffers. 

When Sampled 

In clocked memory bus mode, MEOC# is sampled on every MCLK edge and must observe 
MCLK set-up and hold times. In strobed memory bus mode, MEOC# is always valid and the 
memory end of cycle function is performed with each MEOC# falling edge. Note that, during 
initialization, MEOC# must be stable between the third and fourth clocks after the deassertion 
of RESET. 
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Relation to Other Signals 

Pin Symbol Relation to Other Signals 

BGT# MEOC# is asserted on or after the ClK in which BGT# is asserted. 

BRDY# MEOC# for cycle N+ 1 must be asserted at least one ClK after the last BRDY# of 
cycle N. 

CRDY# MEOC# enables cycles to end on the memory bus and the next cycle to flow-
through before CRDY# is asserted. 

MEOC# is asserted before or on the same ClK as CRDY#. 

MEOC# for cycle N+ 1 must be asserted at least one ClK after the CRDY# of 
cycle N. 

MBRDY# The last MBRDY# must come before or on the ClK of MEOC# assertion. 

MFRZ# When MEOC# is active with MSEl#, MZBT# and MFRZ# are sampled. 

MSEl# When MEOC# is active with MSEl#, MZBT# and MFRZ# are sampled. 

MZBT# When MEOC# is active with MSEl#, MZBT# and MFRZ# are sampled. 
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5.2.2.93. MFRZ# 

MFRZ# Memory Data Freeze 

Freezes memory write data in 82491 Cache SRAM buffer. 

Input to 82491 Cache SRAM (pin 24) 

Synchronous to MCLK or asynchronous (strobed mode) 

Internal Pull-up 

Signal Description 

MFRZ# is a 82491 Cache SRAM input that causes the 82491 Cache SRAM to freeze write 
data in the current memory cycle buffer. The subsequent allocation fills around the data from 
the previous write cycle. MFRZ# is provided so that an actual write to memory need not be 
done in case of an allocation. Using MFRZ# to perform this "dummy write cycle" requires that 
the MBC put the allocated line in the [M] state. Note that if MFRZ# is sampled active, the 
MEOC# will not switch memory cycle buffers (i.e., the allocation will occur in the same 82491 
Cache SRAM buffer). 

PALLC# must be active and MKEN# must be returned active in order for the write cycle to be 
turned into an allocation (i.e., MFRZ# is ignored if either PALLC# or MKEN# are inactive). 
MFRZ# is sampled when MEOC# goes active at the end of the write cycle. The subsequent 
line fill is then filled around the write data to complete the allocation (see Figure 5-28). 

MCLK ~ 
MEOC# I 'j-I I I 

MFRZ# Sampled :Z%~"~';:)CJ0~;:>v:~~ 

CDB99 

NOTES: 
1. For strobed mode, MFRZ# is still sampled with respect to MEOC# as shown above; however, MCLK is 

not active. 

2. The MEOC# above occurs at the end of a write cycle. A linefill cycle follows this wnte cycle. 

Figure 5-28. MFRZ# Sampling 

In clocked memory bus mode, MFRZ# is sampled with the MCLK rising edge in which 
MEOC# is sampled active for all CPU write cycles. MFRZ# need only follow a proper set-up 
and hold time in this situation. Refer to Chapter 6 for an example of a read-for-ownership 
cycle. 

In strobed mode, MFRZ# is sampled with the falling edge of MEOC# for write cycles. MFRZ# 
need only follow a proper set-up and hold time in this situation. 
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Relation to Other Signals 

Pin Symbol Relation to Other Signals 

DRCTM# MFRZ# is used so that a dummy write cycle can be performed (to enhance 
performance). If an allocation is done following this dummy write cycle, DRCTM# 
must be asserted during the SWEND# window of the line fill to put the allocated 
line in the [M] state. 

MDLDRV MFRZ# shares a pin with the MDLDRV configuration input. 

MEOC# MFRZ# is sampled with the MEOC# going active or being active for write cycles. 

SWEND# See DRCTM#. 
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5.2.2.94. MHITM# 

MHITM# Memory Snoop Hit 1M] 

Indicates snoop hit to a modified line. 

Output from 82496 Cache Controller (pin J05) 

Synchronous to ClK 

Signal Description 

MHITM# is asserted by the 82496 Cache Controller to indicate a snoop hit to a line in [M] 
state. Once a snoop hits a line in the [M] state, the 82496 Cache Controller automatically 
schedules a snoop write-back. MHITM# is valid one CLK after SNPCYC# and remains valid 
until the next snoop cycle. If MHITM# is active (LOW) in the CLK after SNPCYC#, it will 
remain active until the CLK of CRDY# of the snoop write back. 

If MHITM# is asserted by any cache during snooping, the bus master should back off from the 
bus to allow a snoop write back. 

When Driven 

The snoop lookup is performed in the CLK in which SNPCYC# is asserted. MHITM# for the 
snoop is driven on the next CLK and remains valid until SNPCYC# is asserted again. 
MHlTM# is not valid in the CLK of SNPCYC#. 

Relation to Other Signals 

Pin Symbol Relation to Other Signals 

BGT# The 82496 Cache Controller ignores BGT# while both SNPBSY# and MHITM# are 
active (i.e., during a snoop write back). 

MTHIT# MTHIT# and MHITM# together indicate the results of an 82496 Cache Controller 
snoop lookup. 

CRDY# MHITM# goes inactive on clock after CRDY# of a snoop write back cycle. 
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5.2.2.95. MISTB 

MISTB Memory Bus Input Strobe 

Strobes data into the 82496 Cache Controller/82491 Cache SRAM. 

Input to 82491 Cache SRAM (pin 22) 

Asynchronous 

Signal Description 

MISTB is an input to the 82491 Cache SRAM that cause the 82491 Cache SRAM to input data 
through its memory data bus inputs on rising and falling edges. MISTB is used with MSEL# 
active to advance the memory burst address counter of the memory buffer in use. As a result, 
new data is latched from the memory bus into the 82491 Cache SRAM memory cycle buffer. 

MISTB is used in strobed memory bus mode. In clocked memory bus mode, MISTB is the 
MBRDY# input. 

When Sampled 

MISTB is always sampled by the 82491 Cache SRAM. MISTB must meet proper strobed 
mode active and inactive times. 

Relation to Other Signals 

Pin Symbol Relation to Other Signals 

MBRDY# MISTB shares a pin with MBRDY#. 

MSEL# MISTB is qualified by the MSEL# input. When MSEL# is active, MISTB advances 
the memory burst counter for the memory buffer in use to input data through the 
memory data bus pins. 

MSTBM MSTBM determines whether the 82491 Cache SRAM operates in the strobed 
memory bus mode or in clocked memory bus mode. 
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5.2.2.96. MKEN# 

MKEN# Memory Cache Enable 

Determines 82496 Cache Controller and CPU cacheability. 

Input to 82496 Cache Controller (pin S02) 

Synchronous to ClK 

Signal Description 

MKEN# is sampled when the cacheability window is closed (KWEND# is sampled active). 
MKEN# determines whether the current cycle is cacheable in the 82496 Cache 
Controller/82491 Cache SRAM cache. A cycle is cacheable by the CPU if, in addition to 
MKEN# active, CCACHE# is active and the cycle is NOT read only data (MRO# active and 
CD/C# high). 

For read cycles, if MCACHE# and CCACHE# are active, and the cycle is not read only data, 
KEN# is driven active to the CPU to indicate cacheability. If MKEN# is sampled inactive 
during KWEND# activation, KEN# to the CPU is made inactive in the next CLK, and the line 
is non-cacheable by the CPU and the second-level cache. If MCACHE# is inactive, the line is 
non-cacheable regardless of MKEN#. PCD or LOCK# activation cause MCACHE# to be 
inactive. 

MKEN# is sampled during write-through cycles that are potentially allocatable (P ALLC# is 
active during the write cycle). If MKEN# is sampled active while KWEND# is asserted for the 
write cycle, an allocation follows the write cycle. During the allocation, MKEN# is ignored. 
The MBC indicates to the 82496 Cache Controller that it intends to perform an allocation by 
asserting MKEN#. 

MKEN# must be sampled at least one CLK before the first BRDY# assertion to make a line fill 
non-cacheable to the CPU. 

When Sampled 

MKEN# is sampled on the CLK edge on which KWEND# is first sampled active. At all other 
times, MKEN# need not meet set-up and hold times. 

Relation to Other Signals 

Pin Symbol Relation to Other Signals 

BRDY# MKEN# must be sampled at least one ClK before the first BRDY# assertion to 
make a line fill non-cacheable to the CPU. 

KWEND# MKEN# and MRO# are sampled when KWEND# is active. 
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5.2.2.97. MOCLK 

MOClK Memory Data Output Clock 

Separate ClK reference for memory data output. 

Input to 82491 Cache SRAM (pin 27) 

Asynchronous 

Internal Pull-up 

Signal Description 

MOCLK is a latch enable for the 82491 Cache SRAM memory data outputs (MDATA[7:0]), 
and controls the operation of a transparent latch. When MOCLK is HIGH, the data bus is 
driven from MCLK. When low, data bus outputs are latched. MOCLK may only be used in 
clocked memory bus mode and only affects output data. The MOCLK input is provided so that 
a greater memory data minimum output hold time can be obtained (e.g. relative to MCLK). As 
MOCLK is skewed relative to MCLK, MDATA hold time and output valid delay skews with 
it. The maximum MOCLK delay allowed is equal to the MCLK high time. 

To be used effectively, the MOCLK input must be skewed from MCLK. Figure 5-29 shows 
how MOCLK can increase the hold time of the output burst data. 

When Sampled 

MCLK 

MOCLK 

MDATA 

MBRDY# ~! 
1,..----"----

CDB47. 

Figure 5-29. Increasing Hold Time of Output Burst Data 

MOCLK is sampled during and after RESET to determine whether output data should be 
driven from MCLK or MOCLK. If MOCLK is toggling, it controls the memory data outputs. 
If HIGH or LOW, data is driven from MCLK alone. Input data is never referenced to MOCLK. 

In strobed memory bus mode the MOCLK signal becomes MOSTB. MOCLK is only used in 
clocked memory bus mode. 
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Relation to Other Signals 

Pin Symbol Relation to Other Signals 

MCLK To be used effectively, MOCLK must be the same frequency as MCLK but skewed 
from it. This effectively increases data (memory data bus) hold time to main 
memory. Main memory must sample the data on MCLK edges. 

MOSTS MOCLK shares a pin with the MOSTS signal. 
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5.2.2.98. MOSTB 

MOSTS Memory Sus Output Strobe 

Strobes data from the 82496 Cache Controller/82491 Cache SRAM. 

Input to 82491 Cache SRAM (pin 27) 

Asynchronous 

Signal Description 

MOSTB is an input to the 82491 Cache SRAM that cause the 82491 Cache SRAM to output 
data through its memory data bus outputs on rising and falling edges. MOSTB is used with 
MSEL# active to advance the memory burst address counter of the memory buffer in use. As a 
result, new data is driven from the 82491 Cache SRAM memory cycle or write back buffers. 

MOSTB is used only in strobed memory bus mode. In clocked memory bus mode, MOSTB is 
the MOCLK input. 

When Sampled 

MOSTB is always sampled by the 82491 Cache SRAM. MOSTB must meet strobed mode 
active and inactive times. 

Relation to Other Signals 

Pin Symbol Relation to Other Signals 

MOCLK MOSTS shares a pin with MOCLK. 

MSEL# MOSTS is qualified by the MSEL# input. When MSEL# is active, MOSTS 
advances the memory burst counter for the memory buffer in use to output data 
through the memory data bus pins. 

MSTSM MSTSM determines whether the 82491 Cache SRAM operates in the strobed 
memory bus mode or in clocked memory bus mode. 

5-158 I 



HARDWARE INTERFACE 

5.2.2.99. MRO# 

MRO# Memory Read-Only 

Designates current line as read-only. 

Input to 82496 Cache Controller (pin K02) 

Synchronous to ClK 

.Internal Pull-up 

Signal Description 

MRO# is sampled at the closing of the cache ability window (on KWEND# activation). If 
sampled active, MRO# causes the current line fill to the 82496 Cache Controller/82491 Cache 
SRAM cache to be put in the Shared state with the read only bit set. Read only code is, in tum, 
cached in the Pentium processor code cache. Read only data is NOT cached in the Pentium 
processor data cache. Writes during which MRO# is sampled active during KWEND# should 
not initiate a read for ownership. 

Once MRO# is sampled active on KWEND# activation, KEN# to the CPU is driven inactive 
regardless of the state of MKEN# for data accesses (CD/C#=l). For code accesses (CD/C#=O) 
in which MRO# is sampled active on KWEND# activation, the value of KEN# driven to the 
CPU depends upon the value of MKEN#. MKEN# does, however, determine whether the 
82496 Cache Controller caches the read-only line. If MKEN# is returned active, the 82496 
Cache Controller/82491 Cache SRAM requires an entire cache line from the memory bus. 
"Read-Only" cache lines are placed in the [S] state. 

If MRO# is returned active during KWEND#, DRCTM# and MWB/WT# are ignored during 
SWEND#. 

The linefill portion of an allocation may be placed in the read only state by returning MRO# 
active during KWEND# of the write. MRO# is ignored at KWEND# of the allocation (linefill). 

MRO# must be returned to the 82496 Cache Controller at least one CLK before BRDY# is 
returned to the CPU so KEN# can be sampled properly (when CD/C#=l and CCACHE#=O). 

There is one read-only bit per 82496 Cache Controller tag. If the cache is configured to have 
two lines per sector, there is one read-only bit per sector (e.g. two lines). Therefore, in a two 
lines per sector configuration, the two lines must be both read only or neither read only. 

WARNING 

If the first line in a sector is cached as read only (the read only bit is set), the 
82496 Cache Controller will allow the second to be cached in [E] or [M] 
states. It is the MBCs responsibility to insure that this does not occur by 
asserting MRO# for BOTH lines in a read only sector! 

When Sampled 

MRO# and MKEN# are sampled on the first CLK in which KWEND# is sampled active. For 
cacheable read miss cycles, they are sampled with the KWEND# of the read. For write-through 
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with potential allocate cycles, they are sampled with the KWEND# of the write-through (not 
during the allocation). In all other eLKs, MRO# need not follow set-up and hold times. 

Relation to Other Signals 

Pin Symbol Relation to Other Signals 

BRDY# To make CPU accesses not cacheable, MRO# must be returned at least one ClK 
prior to the first BRDY# (when CCACHE#=O and CD/C#=1). 

KWEND# MRO# and MKEN# are sampled with KWEND# activation. 
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5.2.2.100. MSEL# 

MSEL# Memory Buffer Chip Select 

Selects 82491 Cache SRAM SRAMs, initiates MZBT# sampling. 

Input to 82491 Cache SRAM (pin 25) 

Synchronous to MCLK or asynchronous (strobed mode) 

Signal Description 

MSEL# is a 82491 Cache SRAM input providing three main functions: 

1. MSEL# active qualifies the MBRDY# input to the 82491 Cache SRAM. If MSEL# is 
inactive, MBRDY# is not recognized. 

2. MSEL# inactive causes MZBT# to be sampled for the next transfer. MSEL# going active 
latches the MZBT# value for the next transfer. 

3. MSEL# going inactive initializes the 82491 Cache SRAM's internal memory burst counter 
(the value depends upon the sampled value of MZBT#). 

The data portion of the 82491 Cache SRAM contains a memory burst counter that counts 
through the CPU burst order with each MBRDY# assertion (or MISTB or MOSTB transition) 
and increments a pointer to the memory buffer being accessed. 

MSEL# going inactive resets this burst counter to its original burst value if MZBT# was 
sampled inactive. By resetting this counter before MEOC# assertion, the memory bus can write 
over the data that was latched into the memory cycle buffers. This would be necessary if the 
MBC began latching data from main memory prior to the snoop window closure, and the 
snoop result was a hit to a modified line in another cache. 

MSEL# may stay inactive for single transfer cycles such as posted 64-bit write cycles. Once 
active, MSEL# need not go inactive because the burst counter is RESET with MEOC# 
activation. Since MZBT# may also be sampled with MEOC#, it is possible to leave MSEL# 
asserted throughout most basic transfers. 

MSEL# or MEOC# must be used to reset the burst counter before any transfer begins. If 
transfers have begun (due to a very fast memory subsystem) and are interrupted (for example, 
by a snoop hit to [M] before BGT# assertion), MSEL# must be brought inactive so the burst 
counter may be reset for the snoop-write-back. MSEL# must be sampled inactive for at least 
one MCLK after RESET. This resets the memory burst counter for the first transfer. 

When Sampled 

In clocked memory bus mode, MSEL# is sampled with every rising edge of MCLK. In this 
mode, if MSEL# is sampled inactive, the memory burst counter is RESET and MZBT# is 
sampled. If MSEL# is sampled active and MBRDY# is sampled active, the memory burst 
counter is incremented. Since it is constantly sampled with MCLK, MSEL# must always be 
driven to a known state and must always meet set-up and hold times to every MCLK edge. 
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In strobed mode, the falling edge of MSEL# causes MZBT# to be sampled. While MSEL# is 
active, MISTB and MOSTB cause the memory burst counter to be incremented. The rising 
edge of MSEL# causes the memory burst counter to be RESET. 

MSEL# must be inactive for 1 eLK sometime after RESET (before the first transfer) to 
initialize the burst counter. 

Relation to Other Signals 

Pin Symbol Relation to Other Signals 

MSRDY# MSEL# qualifies the use of MSRDY#. Since MSEL# acts as a qualifier for this 
signal, it may be asserted with MSRDY#. 

MISTS MSEL# qualifies the use of MISTS. Since MSEL# acts as a qualifier for this signal, 
it may be asserted with MISTS. 

MOSTS MSEL# qualifies the use of MOSTS. Since MSEL# acts as a qualifier for this 
signal, it may be asserted with MOSTS. 

MZST# MSEL# causes MZST# to be sampled. 
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5.2.2.101. MSTBM 

MSTBM Memory Strobed Mode 

Strobed memory mode selection. 

Configuration input to 82491 Cache SRAM (pin 26) 

Synchronous to ClK 

Signal Description 

MSTBM determines whether the 82491 Cache SRAM operates in the strobed memory bus 
mode or in clocked memory bus mode. If MSTBM is sampled (tied) HIGH or LOW on and 
after the falling edge of RESET, the 82491 Cache SRAM operates in strobed mode. If a CLK 
is detected on this pin any time after the falling edge of RESET, the 82491 Cache SRAM 
enters clocked memory bus mode, and the input becomes the memory CLK (MCLK) input. 

When Sampled 

MSTBM is sampled as shown in the Initialization and Configuration chapter. 

Relation to Other Signals 

Pin Symbol Relation to Other Signals 

RESET MSTBM is sampled when RESET is active. Refer to Chapter 4 for specific timing 
requirements with respect to RESET. 

MClK In clocked memory bus mode, MSTBM is connected to the MClK source to 
become the MClK input. 

I 5-163 



HARDWARE INTERFACE 

5.2.2.102. MTHIT# 

MTHIT# Memory Snoop Hit to a Valid State 

Indicates snoop hit. 

Output from 82496 Cache Controller (pin H04) 

Synchronous to ClK 

Signal Description 

MTHIT# is asserted to indicate that a snoop has hit a line in [M], [E] or [S] state. MTHIT# is 
valid one CLK after SNPCYC# and remains valid until the next snoop cycle. 

When Driven 

The snoop lookup is performed in the CLK in which SNPCYC# is asserted. The MTHIT# 
snoop result is driven on the next CLK and remains valid until the next SNPCYC#. MTHIT# is 
not valid in the CLK of SNPCYC#. 

Relation to Other Signals 

Pin Symbol Relation to Other Signals 

MHITM# MTHIT# and MHITM# together indicate the results of a 82496 Cache Controller 
snoop lookup. 
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5.2.2.103. MTR4/8# 

MTR4/8# Memory 4/8 Transfers 

Select number of transfers. 

Configuration Input to 82491 Cache SRAM (pin 25) 

Synchronous to ClK 

Signal Description 

MTR4/8# is used to select whether a cache line requires four or eight transfers. This selection 
depends on the ratio between the 82496 Cache Controller/82491 Cache SRAM's second-level 
cache line size and its memory data bus width. 

When Sampled 

MTR4/8# is sampled as shown in the Initialization and Configuration chapter. After RESET 
goes inactive, MTR4/8# becomes MSEL#. 

Relation to Other Signals 

Pin Symbol Relation to Other Signals 

RESET MTR4/8# is sampled when RESET is active. Refer to Chapter 4 for specific timing 
requirements with respect to RESET. 

MSEl# MTR4/8# shares a pin with MSEl#. 
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5.2.2.104. MWB/WT# 

MWB!WT# Memory Write-BacklWrite-Through 

Forces write-back or write-through policy. 

Input to 82496 Cache Controller (pin lO4) 

Synchronous to ClK 

Signal Description 

MWBJWT# is a 82496 Cache Controller input that is sampled at the closing of the snoop 
window (at SWEND# activation). If sampled low, the current line fill is placed in the 82496 
Cache Controller in the [S] (write-through) state. 

MWB/WT# is used in many situations. For example, when a cache-to-cache transfer updates 
memory and leaves valid data in another cache (i.e., does not assert SNPINV), the line must be 
put in the [S] state. Also, a portion of memory may be designated as write-through by making 
MWBJWT#=O for appropriate addresses. 

DRCTM# does not affect the 82496 Cache. Controller if MWBJWT# is sampled low, or if 
MRO# has been sampled active during KWEND#. If PWT is active or MRO# is sampled 
active, the line is placed in the [S] state regardless of MWBJWT#. 

When Sampled 

MWB/WT# is sampled on the first CLK edge on which SWEND# is sampled active. 
MWBJWT# is sampled during SWEND# of linefills, allocations, and write-throughs with 
potential upgrade (e.g. a write hit to S state which is not read-only and PWT is inactive). If 
MWBJWT# is not being sampled, it need not meet set-up and hold times. 

Relation to Other Signals 

Pin Symbol Relation to Other Signals 

DRCTM# If MWB!WT# is sampled low during SWEND#, DRCTM# is ignored. 

SWEND# Both MWBIWT# and DRCTM# are sampled with SWEND# assertion. 
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5.2.2.105. MX4/8# 

MX4/8# Memory 4/8 I/O bus width 

Select memory bus width. 

Configuration Input to 82491 Cache SRAM (pin 21) 

Synchronous to ClK 

Signal Description 

MX4/8# specifies the memory data bus width. If MX4/8# is sampled HIGH on the falling edge 
of RESET, the 82491 Cache SRAM is configured to use only the MDATA[3:0] memory data 
bus pins. If MX4/8# is sampled LOW on the falling edge of RESET, the 82491 Cache SRAM 
is configured to use all eight memory data bus pins (MDATA[7:0]). The necessary value of 
MX4/8# is based on the other configuration options chosen (refer to Table 4-4). 

When Sampled 

MX4/8# is sampled as shown in the Initialization and Configuration chapter. After RESET 
goes inactive, MX4/8# becomes MZBT#. 

Relation to Other Signals 

Pin Symbol Relation to Other Signals 

RESET MX4/8# is sampled when RESET is active. Refer to Chapter 4 for specific timing 
requirements with respect to RESET. 

MZBT# MX4/8# shares a pin with MZBT#. 
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5.2.2.106. MZBT# 

MZBT# Memory Zero Base Transfer 

Forces cycles to begin at sub-line address O. 

Input to 82491 Cache SRAM (pin 21) 

Synchronous to MCLK or Asynchronous (Strobed Mode) 

Internal Pull-up 

Signal Description 

MZBT# is an input to the 82491 Cache SRAM that forces a memory bus read or write cycle to 
begin with burst address 0 regardless of the CPU-generated or snoop initiated burst address. In 
systems that never force a zero-based transfer, MZBT# may be driven HIGH after RESET. 

MZBT# is sampled before the transfer begins with MSEL# inactive or both MSEL# and 
MEOC# active. 

Once sampled active, data input to the 82491 Cache SRAM's data bus begins at burst address 0 
and continue through 8, 10, etc. (for 64 bit memory buses) or through 10,20, etc. (for 128 bit 
memory buses). If the CPU requests a burst location other than 0, the MBC must hold off any 
BRDY# until that bursted item is read from the memory bus. 

When Sampled 

In clocked mode, MZBT# is sampled in two places. First, MZBT# is sampled on all MCLK 
rising edges in which MSEL# is sampled inactive. Once MSEL# is sampled active, the value 
of MZBT# that was sampled one MCLK before is used for the next transfer. Second, MZBT# 
is sampled on MCLK rising edges where MEOC# is sampled active with MSEL# active. The 
MZBT# value sampled is used for the next transfer. This allows MSEL# to stay asserted 
between transfers, if needed (see Figure 5-30). 

In clocked memory bus mode, MZBT# must follow set-up and hold times to all MCLK edges 
where MSEL# is sampled inactive or MEOC# is sampled active with MSEL# active. 

In strobed mode, MZBT# is sampled with the same signals. First, it is sampled with the falling 
edge of MSEL#. Second, it is sampled with the falling edge of MEOC# when MSEL# is 
active. 

In strobed memory bus mode, MZBT# must meet set-up and hold times to MSEL# falling edge 
and MEOC# falling edge if MSEL# is active. 
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2 N N+l 

MCLK 

MSEL# 

MZBTtI 

MEOC/I 

CDII88 

NOTES: 

1. In strobed mode, MZBT# is still sampled with respect to MSEL# and MEOC# as shown above; 
however, MCLK is inactive. 

2. The MZBT# value sampled on clock 2 is used for the first transfer that occurs in region A. The MZBT# 
value sampled on clock n is used for the first transfer that occurs on any clock following clock n. 

Figure 5-30. MZBT# Sampling 

Relation to Other Signals 

Pin Symbol Relation to Other Signals 

MEOC# MZBT# is sampled with MSEL# and MEOC# and has no affect otherwise. 

MSEL# MZBT# is sampled with MSEL# and MEOC# and has no affect otherwise. 

MX4/8# MZBT# shares a pin with the MX4/8# configuration input. 
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5.2.2.107. NA# 

NA# Next Address 

Indicates that a new address cycle can be generated. 

Output from 82496 Cache Controller (pin K18), Input to Pentium processor (pin 
K03) 

Synchronous to ClK 

82496 Cache Controller internal Pull-up 

Signal Description 

Prior to the 82496 Cache Controller issuing NA# to the Pentium processor, it must insure the 
following rules: 

1. Pipelining is no more than 1.5 deep. This means that no more than two active ADS# cycles 
are allowed. Therefore, an NA# for a subsequent cycle cannot be issued until the 
BRDY#.BLAST# or BRDYC#*BLAST# of the fIrst outstanding ADS# cycle has been 
driven. 

2. The CPU Byte Enables (BE[7:0]#) for the current ADS# has been latched in the 82491 
Cache SRAM Byte Enable Latch (MBE#). Refer to the BLEC# and MBE# signal 
descriptions for details. 

3. The caching attributes (KEN# and WB/WT#) to the Pentium processor are known or not 
sampled. 

For cycles which sample KWEND# (MKEN#&MRO#), the caching attributes are known one 
CLK after KWEND#. For cycles which do not sample KWEND#, the caching attributes may 
be known earlier. An NA# that is driven when the caching attributes are not sampled is called a 
'Blind NA#'. A Blind NA# has the advantage of potentially being as early as one CLK after 
ADS#. 

A Blind NA# is issued in the following cases: 

1. Locked cycles. The caching attributes do not apply since the cycles are not CPU 
cacheable. 

2. Write cycles. The caching attributes are available as early as one CLK after ADS#. 

3. Read cycles which are not cacheable in the CPU (CACHE# is inactive). The caching 
attributes are not sampled. 

When Driven 

For non-cacheable hit cycles, a Blind NA# will be issued. 

For non-cacheable miss cycles, NA# will be issued once the CPU Byte Enables are latched 
(using BLEC#). 

For cacheable miss cycles, NA# will be issued one CLK after KWEND#. Note that since it is a 
miss to the 82496 Cache Controller/82491 Cache SRAM cache WB/WT# will always be 
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driven low to the CPU. 

For cacheable hit cycles, NA# is issued once the caching attributes (KEN# & WB/WT#) are 
ready on the CPU pins. 

In all cases, the 1.5 deep pipeline rule will be met. 

Relation to Other Signals 

Pin Symbol Relation to Other Signals 

BLAST#, The ClK in which NA# is issued to the CPU is dependent on the following signals: 
BRDY(C)#, KWEND#, CNA# (which ·affects BlEC# and MBE#), BRDYC#*BlAST#, or 
CNA#, BRDY#*BlAST#. 
KWEND# 
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5.2.2.108. NENE# 

NENE# Next Near 

Indicates cycle address is "near" previous address. 

Output from 82496 Cache Controller (pin E06) 

Synchronous to ClK 

NENE# Signal Description 

NENE# is asserted by the 82496 Cache Controller to indicate that the memory address of a 
given memory cycle is in the same 2K DRAM page as the address of the previous cycle. This 
information may be used by the MBC to optimize accesses to page-mode or static-column 
DRAMs. 

NENE# must be ignored, by the MBC if the memory bus accesses to the same page are not 
consecutive. For example, if a snoop write back cycle is issued between two normal memory 
bus cycles, the NENE# signal may go active, but has no meaning since the snoop address 
interfered with the "near" address checking. 

When Driven 

NENE# is valid with CADS# and SNPADS# and remains valid until CNA# or CRDY# is 
asserted. 

Relation to Other Signals 

Pin Symbol Relation to Other Signals 

CADS# Address and cycle specification signals (i.e., APIC#, CCACHE#, CD/C#, CM/IO#, 
CPCD, CPWT, CSCYC, CW/R#, CWAY, KlOCK#, MAP, MBT[3:0j, MCACHE#, 
MCFA, MSET, MTAG, NENE#, PAllC#, RDYSRC, and SMlN#) are valid with 
CADS#. 

CNA# NENE# may change its state after CNA# or CRDY# is asserted. 

CRDY# NENE# may change its state after CNA# or CRDY# is asserted. 
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5.2.2.109. NMI 

NMI Non-maskable Interrupt 

Pentium processor non-maskable interrupt. 

Input to Pentium processor (pin N19) 

Asynchronous 

Signal Description 

Refer to the Pentium™ Processor Data Book for a detailed description of this signaL 
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5.2.2.110. PALLC# 

PAllC# Potential Allocate 

Indicates 82496 Cache Controller intent to allocate current cycle. 

Output from 82496 Cache Controller (pin E03) 

Synchronous to ClK 

Signal Description 

P ALLC# is asserted to indicate to the MBC that the current write cycle may allocate a cache 
line (Le. perform a line fill). The MBC indicates that it intends to perform an allocation by 
driving MKEN# active (note that MRO# can be active) during KWEND# of the write miss 
cycle. Potential allocate cycles are misses to the second-level cache with PCD and PWT 
inactive. 

P ALLC# is asserted upon the following sequence of Pentium processor signals: 

(82496 Cache Controller Miss)*!PCD*!PWT*!LOCK#*W/R#*D/C#*M/lO# 

P ALLC# is inactive during write hits, snoop write back cycles, allocations, and replacement 
write back cycles. 

When Driven 

PALLC# is valid with CADS# and SNPADS# and remains valid until CRDY# or CNA#. 

Relation to Other Signals 

Pin Symbol Relation to Other Signals 

CADS# Address and cycle specification signals (Le., APIC#, CCACHE#, CD/C#, CM/IO#, 
CPCD, CPWT, CSCYC, CW/R#, CWAY, KlOCK#, MAP, MBT[3:0J, MCACHE#, 
MCFA, MSET, MTAG, NENE#, PAlLC#, RDYSRC, and SMlN#) are valid with 
CADS#. 
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5.2.2.111. PAR# 

PAR# Parity Selection 

Selects 82491 Cache SRAM as a parity device. 

Configuration input to 82491 Cache SRAM (pin 32) 

Synchronous to ClK 

Signal Description 

When P AR# is asserted low at reset, the 82491 Cache SRAM is configured as a dedicated 
parity device. A 82491 Cache SRAM parity device must be configured in the same manner as 
all other 82491 Cache SRAM devices in the array; however, the data lines are defined 
differently. CDATA[3:0] are 4 bit parity I/O lines and CDATA[7:4] are 4 parity bit (or data 
byte) select lines, allowing each parity bit to be written individually. Parity devices must be 
used as shown in Table 4-5. 

When Sampled 

PAR# is a configuration option and must be driven either HIGH or LOW at reset. If PAR# is 
driven HIGH during RESET, it becomes MBE# after RESET goes inactive. 

Relation to Other Signals 

Pin Symbol Relation to Other Signals 

RESET PAR# is sampled when RESET is active. Refer to Chapter 4 for specific timing 
requirements with respect to RESET. 

MBE# PAR# shares a pin with MBE#. 

CDATA[7:0] PAR# affects the definition of the 82491 Cache SRAM CDATA and MDATA lines. 
For 82491 Cache SRAM parity devices, CDATA[3:0] are connected to four of the 
Pentium processor DP[7:0] pins, and CDATA[7:4] are connected to four of the 
Pentium processor BE[7:0] pins. 

MDATA[7:0] PAR# affects the definition of the 82491 Cache SRAM CDATA and MDATA lines. 
For 82491 Cache SRAM parity devices, MDATA[3:0] drives the data parity bits 
and MDATA[7:4] drives the CPU byte enables. 

I 5-175 



HARDWARE INTERFACE 

5.2.2.112. PCD 

PCD Page Cacheability Disable 

Indicates CPU cycle cacheability. 

Output from Pentium processor (pin W04), Input to 82496 Cache Controller (pin 
J16) 

Synchronous to ClK 

Signal Description 

Refer to the Pentium™ Processor Data Book for a detailed description of this signal. 
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5.2.2.113. PCHK# 

PCHK# Parity Status Output 

Pentium processor parity status. 

Output from Pentium processor (pin R03) 

Synchronous to ClK 

Glitch Free 

Signal Description 

Refer to the Pentium™ Processor Data Book for a detailed description of this signal. 
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5.2.2.114. PEN# 

PEN# Parity Error Enable 

Determines if machine check interrupt is taken on a parity error. 

Input to Pentium processor (pin M18) 

Synchronous to elK 

Signal Description 

Refer to the Pentium™ Processor Data Book for a detailed description of this signal. 
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5.2.2.115. PRDY 

PRDY PRDY 

For use with Intel debug port. 

Output from Pentium processor 

Signal Description 

Refer to the Pentium™ Processor Data Book for a detailed description of this signal. 
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5.2.2.116. PWT 

PWT Page Write Through 

Indicates CPU cycle write through attribute. 

Output from Pentium processor (pin S03), Input to 82496 Cache Controller (pin 
018) 

Synchronous to ClK 

Signal Description 

Refer to the Pentium™ Processor Data Book for a detailed description of this signal. 
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5.2.2.117. RIS# 

RIS# RIS# 

For use with Intel debug port. 

Asynchronous Input 

Internal Pull-up Resistor 

Signal Description 

Refer to the Pentium™ Processor Data Book for a detailed description of this signal. 
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5.2.2.118. RDYSRC 

RDYSRC Ready Source 

Source of BRDY# indication. 

Output from 82496 Cache Controller (pin D02) 

Synchronous to ClK 

Signal Description 

RDYSRC is a cycle control signal to the MBC that indicates the source of the CPU BRDY# 
generation. When RDYSRC is HIGH, it indicates that the MBC should generate the BRDY# 
signals to the CPU, 82496 Cache Controller, and 82491 Cache SRAM. When low, it indicates 
that the 82496 Cache Controller will provide the BRDY# signals. 

RDYSRC is active (HIGH) for CPU read cycles and I/O cycles. RDYSRC is inactive for 
Allocation, replacement write back, and snoop write back cycles. 

When Driven 

RDYSRC is valid with CADS# and SNPADS# and remains valid until CRDY# or CNA#. 

Relation to Other Signals 

Pin Symbol Relation to Other Signals 

CADS# Address and cycle specification signals (Le., APIC#, CCACHE#, CD/C#, CM/IO#, 
CPCD, CPWT, CSCYC, CW/R#, CWAY, KlOCK#, MAP, MBT[3:0], MCACHE#, 
MCFA, MSET, MTAG, NENE#, PAllC#, RDYSRC, and SMlN#) are valid with 
CADS#. 
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5.2.2.119. RESET 

RESET RESET CPU and Second-Level Cache 

Forces Pentium processor, 82496 Cache Controller, and 82491 Cache SRAM to 
begin executing in a known state. 

Input to Pentium processor (pin L 18). 82496 Cache Controller (pin R06), and 
82491 Cache SRAM (pin 28) 

Asynchronous 

Signal Description 

The falling edge of this signal tells the Pentium processor, 82496 Cache Controller, and 82491 
Cache SRAM to sample all configuration inputs and begin in a known state. See the specific 
configuration signals for set-up and hold times relative to the falling edge of RESET. RESET 
can be asserted at any time. 

The 82496 Cache Controller and 82491 Cache SRAM devices should be initialized 
simultaneously. The RESET inputs between the components can have up to a 1 CLK skew. 

When Sampled 

The RESET signals are asynchronous inputs and the MBC must guarantee a minimum pulse 
width. 
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Relation to Other Signals 

Table 5-9 lists the signals that are sampled at RESET. Note that a pin that outputs/inputs both 
a configuration signal (during reset) and another signal changes its value from configuration 
signal to non-configuration signalon the rising edge of the first clock after RESET deassertion. 
For example, the pin that inputs CLDRV during reset will input BGT# on the rising edge of the 
first clock after RESET is deasserted. 

Table 5-9. Signals Sampled at RESET 

Pentium™ Processor Configuration Inputs 

BUSCHK# Must be LOW. 

82496 Cache Controller Configuration Inputs 

CNA#[CFGO] CFGO-CFG2 are the configuration inputs that are sampled 

SWEND# [CFG1] by the 82496 Cache Controller cache to determine which configuration 

KWEND# [CFG2] it should operate in. 

FLUSH# Must be HIGH for proper Pentium processor/82496 Cache Controller operation. 

BGT# [CLDRV] Selects the driving strength of the 82496 Cache Controller/82491 Cache SRAM 
interface buffers. 

SYNC# [MALDRV] Selects the memory address bus driver strength. 

SNPCLK# [SNPMD] Indicates the snooping mode. 

MALE [WWOR#] When low Selects weak write ordering 

CRDY#[SLFTST#] Invokes 82496 Cache Controller self-test if HIGHZ# high. 

MBALE[HIGHZ#] Tristates 82496 Cache Controller outputs if active with SLFTST#. 

82491 Cache SRAM Configuration Inputs 

MZBT#[MX4/8#] Determines whether each 82491 Cache SRAM uses four or eight I/O pins on the 
memory bus. 

MSEL#[MTR4/8#] Determines the number of memory bus transfers needed to fill each cache line. 

MCLK[MSTBM] Indicates the memory bus configuration: Strobed if high, Clocked if toggling. 

MFRZ# [MDLDRV] Selects the memory data bus driver strength. 

MBE#[PAR#] Configures the 82491 Cache SRAM as a parity storage device if active. 
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5.2.2.120. seve 
SCVC Split Cycle 

Indicates the current locked cycle is misaligned. 

Output from Pentium processor (pin R04). Input to 82496 Cache Controller (pin 
G16) 

Synchronous to ClK 

Signal Description 

Refer to the Pentium ™ Processor Data Book for a detailed description of this signal. 
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5.2.2.121. SEC2# 

SEC2# Lines per Sector 

Indicates the lines per sector configuration information. 

Configuration Output from 82496 Cache Controller (pin N15), Input to 82491 
Cache SRAM (pin 38) 

Synchronous to CLK 

Signal Description 

When driven low to the 82491 Cache SRAM, SEC2# indicates that each tag will represent two 
82496 Cache Controller/82491 Cache SRAM cache lines in the 82491 Cache SRAM SRAM. If 
SEC2# is driven high to the 82491 Cache SRAM, it indicates that each tag will represent only 
one cache line in the 82491 Cache SRAM SRAM. 

Relation to Other Signals 

Pin Symbol Relation to Other Signals 

WBA SEC2# shares a pin with WBA. 
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5.2.2.122. SLFTST# 

SlFTST# Self Test 

Executes 82496 Cache Controller self-test. 

Configuration Input to 82496 Cache Controller (pin N03) 

Synchronous to ClK 

Signal Description 

If SLFTST# is active while HIGHZ# is inactive during RESET, the 82496 Cache Controller 
cache controller enters self-test. If SLFTST# and HIGHZ# are both sampled active during 
RESET, the 82496 Cache Controller floats all outputs and I/O signals until the next RESET. If 
SLFTST# is inactive, a normal initialization occurs. See Table 5-5 (HIGHZ# pin description). 

The self-test results are obtained by latching CAHOLD in the first CLK that FSIOUT# is 
inactive. If CAHOLD is sampled HIGH, self-test completed successfully. If CAHOLD is 
sampled LOW, a self-test failure occurred. 

When Sampled 

SLFTST# is sampled with RESET as shown in the Initialization and Configuration Chapter. 
After the falling edge of RESET, SLFTST# becomes the CRDY# pin. 

Relation to Other Signals 

Pin Symbol Relation to Other Signals 

RESET SlFTST# is sampled when RESET is active. Refer to Chapter 4 for specific 
timing requirements with respect to RESET. 

CRDY# SlFTST# shares a pin with CRDY#. 

HIGHZ# The 82496 Cache Controller enters self-test if SlFTST# is sampled active while 
HIGHZ# is sampled inactive. 
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5.2.2.123. SMI# 

SMI# System Power Management Interrupt 

Latches a power interrupt request. 

Input to Pentium processor (pin P18) 

Asynchronous 

Internal Pull-up 

Signal Description 

Refer to the Pentium™ Processor Data Book for a detailed description of this signal. 
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5.2.2.124. SMIACT# 

SMIACT# System Power Management Interrupt Active 

Indicates that the CPU is operating in System Management Mode. 

Output from Pentium processor (pin T05) 

Asynchronous 

Signal Description 

Refer to the Pentium ™ Processor Data Book for a detailed description of this signal. 
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5.2.2.125. SMLN# 

SMlN# Same Line 

Current cycle address in same 82496 Cache Controller line as previous cycle. 

Output from 82496 Cache Controller (pin D07) 

Synchronous to ClK 

Signal Description 

SMLN# indicates that a given memory cycle accesses the same line in the 82496 Cache 
Controller's second-level cache as the previous memory cycle. SMLN# can be used by the 
MBC to selectively activate its SNPSTB# signal to other caches in the system. In this way, for 
example, back-to-back snoop hits to the same line may be snooped only once. 

SMLN# must be ignored by the MBC if the memory bus accesses to the same page are not 
consecutive. For example, if a snoop write back cycle is issued between two normal memory 
bus cycles, the SMLN# signal may go active, but has no meaning since the snoop address 
interfered with the "same line" address checking. 

When Driven 

SMLN# is asserted with CADS# and SNPADS# and remains valid until CNA# or CRDY#. 

Relation to Other Signals 

Pin Symbol Relation to Other Signals 

CADS# Address and cycle specification signals (i.e., APIC#, CCACHE#, CD/C#, CM/IO#, 
CPCD, CPWT, CSCYC, CW/R#, CWAY, KLOCK#, MAP, MBT[3:0j, MCACHE#, 
MCFA, MSET, MTAG, NENE#, PAlLC#, RDYSRC, and SMlN#) are valid with 
CADS#. 
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5.2.2.126. SNPADS# 

SNPADS# Cache Snoop Address Strobe 

Initiates a snoop write-back cycle. 

Output from 82496 Cache Controller (pin G04) 

Synchronous to ClK 

Glitch Free 

Signal Description 

SNP ADS# indicates that cache address, control, and attribute signals are valid for a snoop 
write-back cycle. SNPADS# functions identically to CADS#, but is generated only on snoop 
write-backs. Two address status signals (one for normal cycles and another for snoop write­
back cycles) are provided to ease MBC implementation. 

When SNP ADS# is activated, the MBC aborts the pending bus cycle (for which BGT# is not 
yet issued). The 82496 Cache Controller sometimes re-issues these non-committed cycles after 
the snoop write-back has completed. 

A snoop write back cycle is not pipe lined into a previous cycle, and no cycles can be pipelined 
into a snoop write back cycle. 

CRDY#, MBRDY# (or MOSTB), and MEOC# are the only cycle progress signals required 
during snoop write-back cycles. 

When Driven 

The 82496 Cache Controller snoop response appears on the MTHIT# and MHITM# pins in the 
CLK after SNPCYC# becomes active. If MHITM# is driven active, the snoop has resulted in a 
hit to a modified line, and a snoop write-back is initiated with SNPADS# being asserted. 
SNPADS# is driven no sooner than two CLKs after SNPCYC#. Like CADS#, SNPADS# 
remains active for one CLK and is always valid. 
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Relation to Other Signals 

Pin Symbol Relation to Other Signals 

CADS# The 82496 Cache Controller never asserts CADS# and SNPADS# on the same 
ClK. There are always one or more ClKs between CADS# and a following 
SNPADS#. 

CDrS# CDTS# is always asserted a minimum of 1 ClK after SNPADS#. 

CNA# CNA# is ignored during snoop write back cycles (initiated with SNPADS#). 

CRDY# Cycles initiated by SNPADS# require CRDY# but do not require other cycle 
progress signals (BGT#, KWEND#, SWEND#). 

Snoop Address and SNPADS# indicates the start of the write-back cycle. Here, the 82496 Cache 
Cycle Specification Controller drives the following address and cycle specification signals with 
Signals SNPADS#: APIC#, CCACHE#, CD/C#, CM/IO#, CPCD, CPWT, CSCYC, CW/R#, 

CWAY, MAP, MBE#, MCACHE#, MCFA, MSET, MTAG, NENE#, PAllC#, 
RDYSRC, and SMlN#. 
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5.2.2.127. SNPBSY# 

SNPBSY# Snoop Busy 

Indicates snoop resources are busy and the snoop will be delayed. 

Output from 82496 Cache Controller (pin G02) 

Synchronous to ClK 

Signal Description 

SNPBSY# and SNPCYC# indicate that a snoop is in progress. SNPCYC# is asserted when the 
snoop look-up is performed on the 82496 Cache Controller tags. If the look-up indicates that a 
valid line is hit, and the snoop request requires invalidation, the 82496 Cache Controller 
performs a back-invalidation to the Pentium processor. If the snoop hits a modified line in the 
82496 Cache Controller/82491 Cache SRAM cache, the 82496 Cache Controller performs an 
inquire and a back-invalidation to the Pentium processor. The inquire or back-invalidation is 
delayed if another snoop cycle (inquire or back-invalidation) to the CPU is in progress. If a 
snoop hit occurs to a modified line, a snoop write-back must occur. SNPBSY# is driven active 
during back-invalidations when the BINV of a previous snoop is in progress and during snoop 
write-backs. 

SNPBSY# indicates to the MBC that the next snoop look up is delayed until two CLKs after 
SNPBSY# goes inactive. If SNPBSY# is active, one snoop request (address) is latched in the 
82496 Cache Controller until it has an opportunity to respond to the request. 

When Driven 

SNPBSY# is activated in two circumstances. First, SNPBSY# is activated whenever back­
invalidation is needed and one is already in progress. Second, SNPBSY# is activated when a 
modified cache line is hit on a snoop. Here, SNPBSY# is asserted together active along with 
MHITM# until the modified line has been written back (until CRDY# is returned for the snoop 
write-back). 

SNPBSY# will go active, as needed, in the CLK following SNPCYC# and remains active for 
at least two CLKs. 

Relation to Other Signals 

Pin Symbol Relation to Other Signals 

SNPCYC# Following SNPCYC#, a new snoop may be initiated. If SNPBSY# is asserted for 
the initial snoop, SNPCYC# for the second snoop is delayed until SNPBSY# is de-
asserted for the initial snoop to indicate that snoop processing has completed. 

BGT# The 82496 Cache Controller ignores BGT# while both SNPBSY# and MHITM# are 
active (i.e., during a snoop write back). 
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5.2.2.128. SNPCLK 

SNPCLK Snooping Clock 

82496 Cache Controller snooping clock for clocked memory bus interfaces. 

Input to 82496 Cache Controller (pin T04) 

Internal Pull-up 

Signal Description 

The SNPCLK input determines the execution rate and timing of 82496 Cache Controller snoop 
operations. During clocked snooping operations, SNPSTB#, SNPINV, SNPNCA, MBAOE#, 
MAOE#, and the address (MCFA, MSET, MTAG) and address parity (MAP) lines are 
sampled on the rising edge of SNPCLK. The SNPCLK input requires TTL levels for proper 
operation. 

NOTE 

SNPCLK frequency <= CPU CLK frequency 

Relation to Other Signals 

Pin Symbol Relation to Other Signals 

SNPMD SNPCLK shares a pin with the SNPMD configuration input. 
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5.2.2.129. SNPCYC# 

SNPCYC# Snoop Cycle 

Indicates snoop look-up in progress. 

Output from 82496 Cache Controller ( pin J04) 

Synchronous to ClK 

Glitch Free 

Signal Description 

SNPCYC# is asserted by the 82496 Cache Controller during the CLK in which the snoop tag 
look-up is performed. SNPCYC# may be driven on the CLK after SNPSTB# is asserted or 
may be delayed by several CLKs. SNPCYC# can be delayed when a previous snoop is in 
progress (when SNPBSY# asserted due to a snoop write-back or back-invalidation for a 
previous snoop cycle), when an 82496 Cache Controller memory bus cycle is in progress 
(when SNPSTB# is asserted between BGT# and SWEND#), or during synchronization (as in 
clocked and strobed snooping modes). 

When Driven 

SNPCYC# is always a valid 82496 Cache Controller output and is asserted for one CLK 
whenever an 82496 Cache Controller snoop lookup is performed. 

Relation to Other Signals 

Pin Symbol Relation to Other Signals 

BGT# The 82496 Cache Controller ignores BGT# during SNPCYC#. 

BRDY# For Read-Miss cycles, the first BRDY# must be > 1 + 4 • lR ClKs from the last 
SNPCYC# before BGT#. (Note: lR=Line Ratio) 

MAPERR# In both clocked and strobed memory bus modes, MAPERR# will go active (if a 
memory address parity error is detected) in the ClK following SNPCYC# active. 

MHITM#/MTHIT# MHITM# and MTHIT# report valid snoop results in the ClK following SNPCYC# 
and SNPBSY# is activated when needed. 
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5.2.2.130. SNPINV 

SNPINV Snoop Invalidation 

Forces invalidation of snoop hits. 

Input to 82496 Cache Controller ( pin 006) 

Synchronous to ClK or SNPClK, or asynchronous (Strobed Mode) 

Signal Description 

The 82496 Cache Controller samples SNPINV when SNPSTB# is asserted during snoop 
cycles. SNPINV invalidates the cache line at the snoop address (places it in the [I] state). 

When one bus master petfonns a bus access, the SNPSTB# signal to all C5Cs is asserted, 
initiating a snoop for that address. If the master is modifying memory (as in a write cycle), the 
C5Cs containing valid data must invalidate their entries. This is forced by asserting SNPINV. 

If SNPINV is asserted for a snoop and the snoop hits a modified line, the line is invalidated 
and written back. 

SNPINV forces all snoop hits to be invalidated, overriding other inputs or attributes (e.g. 
SNPNCA). As long as SNPINV is not asserted, cache states are maintained according to the 
SNPNCA value. . 

When Sampled 

In synchronous snoop mode, SNPINV is sampled on the rising edge of the first CLK in which 
SNPSTB# becomes active. In clocked mode, SNPINV is sampled on the rising edge of the fIrst 
SNPCLK in which SNPSTB# becomes active. In strobed mode, SNPINV is sampled on the 
falling edge of SNPSTB#. 

SNPINV is only sampled with SNPSTB#. SNPSTB# may be qualified by CLK, SNPCLK, or 
the falling edge of SNPSTB#, depending on the snoop mode, and must meet set-up and hold 
times to the edge being sampled. When SNPSTB# is not asserted, SNPINV is a "don't care" 
signal and is not required to meet set-up and hold times. 

Relation to Other Signals 

Pin Symbol Relation to Other Signals 

SNPNCA SNPINV overrides the SNPNCA input, which may also be asserted with 
SNPSTB#. 

SNPSTB# SNPINV is sampled according to SNPSTB#, which may be qualified by SNPClK 
or ClK, depending on the snoop mode. 
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5.2.2.131. SNPMD 

SNPMD Snooping Mode 

Selects 82496 Cache Controller snooping mode. 

Configuration input to 82496 Cache Controller (pin T04) 

Synchronous to ClK 

Signal Description 

SNPMD selects whether snoop initiation is in synchronous, clocked or strobed mode (82496 
Cache Controller snoop response is always synchronous to CLK). 

Synchronous mode is selected if SNPMD is sampled LOW on the falling edge of RESET. 
Strobed mode is selected if SNPMD is sampled HIGH on the falling edge of RESET. Clocked 
mode is selected by connecting the memory bus controller (MBC) snoop clock source to 
SNPMD, thereby making SNPMD the snoop clock (SNPCLK) input. 

When Sampled 

SNPMD is not used except when clocked mode is selected. When clocked mode is selected, 
SNPMD becomes SNPCLK in order to clock in snoop requests. 

Relation to Other Signals 

Pin Symbol Relation to Other Signals 

RESET SNPMD is sampled when RESET is active. Refer to Chapter 4 for specific timing 
requirements with respect to RESET. 

SNPClK SNPMD becomes SNPClK if a clock signal is detected on this input. In clocked 
snooping mode, SNPClK is used to clock in SNPSTB#, the snoop address, snoop 
address parity, and all snoop attributes. 
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5.2.2.132. SNPNCA 

SNPNCA Snoop Non-Caching device Access 

Indicates·to 82496 Cache Controller that the snoop is a non-cacheable access. 

Input to 82496 Cache Controller ( pin R04) 

Synchronous to ClK or SNPClK, or asynchronous (Strobed Mode) 

Signal Description 

SNPNCA is sampled with SNPSTB# to prevent the cache line at the snoop address from 
entering the [S] state from [E] or [M] state unnecessarily. 

When a bus master performs a bus access, SNPSTB# is asserted to all C5Cs to initiate a snoop 
for that address. If the snoop is a hit in the 82496 Cache Controller, the tag state changes to [S] 
because another bus master is requesting the same data. SNPNCA is used to indicate that the 
current memory bus master will not cache the line, and the 82496 Cache Controller tag can 
remain in the [E] state (the 82496 Cache Controller need not put the line into [S] state). If 
SNPNCA is inactive, the 82496 Cache Controller tag state will change to [S] following the 
snoop operation. 

To reduce bus traffic, SNPNCA should be asserted whenever snoops are initiated by accesses 
which are not cacheable - such as those from DMA controllers, cacheless CPUs, or caches 
which will not cache the line. 

Table 5-10 summarizes the cache operations while SNPNCA is active (and SNPINV is 
inactive) during a snoop request. 

Table 5-10. SNPNCA Asserted During Snoop Requests (Inactive SNPINV) 

MESI State Cache Operation 

[M] CPU is snooped and the Data written to bus (from either the Pentium™ processor or the 
82491 Cache SRAMs), line placed in [E] state 

[E] Line remains in [E] state 

[S] Line remains [S] state 

[I] Cache miss, line remains in [I] state 

When SNPNCA is not asserted, lines that are currently in the [M], [E], or [S] states are placed 
in the [S] state (if SNPINV is not asserted). Lines in [M] state cause a write back to the bus 
(from either the Pentium processor or the 82491 Cache SRAMs). 
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When Sampled 

SNPNCA is sampled when SNPSTB# is sampled active. In synchronous snoop mode, 
SNPNCA is sampled on the rising edge of the first CLK in which SNPSTB# becomes active. 
In clocked mode, SNPNCA is sampled on the rising edge of the SNPCLK in which SNPSTB# 
becomes active. In strobed mode, SNPNCA is sampled on the falling edge of SNPSTB#. 

SNPNCA is only sampled with SNPSTB#. SNPSTB# may be qualified by CLK, SNPCLK, or 
the falling edge of SNPSTB#, depending on the snoop mode, and must meet set-up and hold 
times to the edge being sampled. When SNPSTB# is not asserted, SNPNCA is a "don't care" 
signal and is not required to meet set-up and hold times. 

Relation to Other Signals 

Pin Symbol Relation to Other Signals 

SNPINV When SNPINV is asserted, it overrides SNPNCA and places all snoop hit lines 
into the [I] state. 

SNPSTB# SNPNCA is sampled with SNPSTB#, which may be qualified by SNPClK or ClK, 
depending on the snoop mode 
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5.2.2.133. SNPSTB# 

SNPSTB# Snoop Strobe 

Initiates snoops, latches snoop address, address parity, and attributes. 

Input to 82496 Cache Controller (pin S04) 

Synchronous to ClK or SNPClK, or asynchronous (Strobed Mode) 

Internal Pull-up 

Signal Description 

SNPSTB# initiates snoop requests. The signal latches the snoop address and snoop attribute 
signals as required by a particular snooping mode. The three snooping modes are listed in 
Table 5-11. 

Table 5-11. Snooping Modes 

Snoop Mode When Snoop Address/Attributes Sampled 

Strobed Falling edge of SNPSTB# 

Clocked Rising edge of SNPClK when SNPSTB# sampled active 

Synchronous Rising edge of ClK when SNPSTB# sampled active 

SNPSTB# initiates a snoop request to the 82496 Cache Controller and latches the snoop 
address, address parity, and control signals. SNPSTB# is synchronized, or may be temporarily 
blocked to delay the snoop request. Once the snoop takes place, SNPCYC# is asserted, and 
MHITM# and MTHIT# are driven to indicate the result of the snoop. 

Snoops may be pipelined by latching a new snoop before the first has completed. Pipelining is 
done by asserting SNPSTB# after SNPCYC# is driven for the previous snoop. 

Once a snoop completes, the MESI state bits of the snoop address can change. The final state 
depends on the values of SNPINV and SNPNCA, and the current state of the line being 
snooped. 

When Sampled 

In clocked or synchronous snoop modes, SNPSTB# is sampled on every SNPCLK or CLK, 
respectively. In strobed mode, SNPSTB# is constantly sampled. In all snooping modes, once 
SNPSTB# is sampled active, it must be sampled inactive before another SNPSTB# is 
recognized. 

When a snoop is in progress, a new SNPSTB# is recognized as a new snoop request or a 
pipelined snoop request. After a pipe lined SNPSTB# is asserted, the SNPSTB# signal must not 
be reasserted until after the next SNPCYC#. In clocked and synchronous modes, SNPSTB# 
may not be asserted until the CLK after SNPCYC# is active. In strobed mode, SNPSTB# may 
not be asserted until after the falling edge of SNPCYC#. 
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Relation to Other Signals 

Pin Symbol Relation to Other Signals 

MAOE# If MAOE# is active when SNPSTB# is asserted, the snoop request is ignored. 

MAP, MCFA, MSET, SNPSTB# latches the 82496 Cache Controller address (MSET, MTAG, MCFA) 
MTAG and address parity (MAP) which is to be snooped. 

MBAOE# SNPSTB# latches MBAOE#, using MAOE# as a qualifier. 

If MBAOE# is active when SNPSTB# is asserted, the 82496 Cache Controller 
forces all bits in the sub-line address (the address bits controlled by MBAOE#) to 
o on a snoop write-back for a particular snoop and the snoop starts with sub-line 
address o. 

SNPCYC# SNPSTB# must not be reasserted for a new snoop until after SNPCYC# is 
asserted for a previous snoop. 

SNPINV SNPSTB# latches SNPINV, using MAOE# as a qualifier. SNPINV and SNPNCA 
provide the 82496 Cache Controller with snoop attributes affecting the state of a 
snoop hit cache entry. 

SNPNCA SNPSTB# latches SNPNCA, using MAOE# as a qualifier. SNPINV and SNPNCA 
provide the 82496 Cache Controller with snoop attributes affecting the state of a 
snoop hit cache entry. 

SWEND# Snoops and memory accesses are interlocked. Once the 82496 Cache Controller 
is granted the bus (when BGT# is asserted), it is capable of latching snoop 
information with SNPSTB#, but does not execute the snoop (assert SNPCYC#) 
until after the snoop window closes (when SWEND# is asserted). 
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5.2.2.134. SWEND# 

SWEND# Snoop Window End 

Closes Snooping Window. 

Input to 82496 Cache Controller (pin R02) 

Synchronous to ClK 

Internal Pull-up 

Signal Description 

SWEND# closes the snooping window (which started with CADS#) by causing MWB/WT# 
and DRCTM# to be sampled. DRCTM# and MWB/WT# can be determined after the other 
C5Cs have been completely snooped. 

The 82496 Cache Controller blocks snoop responses between BGT# and SWEND# activation. 
Accordingly, the sooner SWEND# is asserted, the faster snoop cycles can be completed. 

All CPU-generated write cycles and cache read miss cycles cause memory bus snoops. 
SWEND# may be activated once snooping has completed for these cycles. SWEND# 
activation causes the internal tags of the 82496 Cache Controller cache controller to change 
state, as needed, for the current cycle_ DRCTM# and MWB/WT# influence the state change 
decision. 

When Sampled 

SWEND# need only be active for cycles requiring DRCTM# and MWB/WT# to be sampled 
(i.e., cacheable read misses, allocations, and write cycles with potential upgrade). 

If a cycle does not specifically require SWEND#, and SWEND# is not returned, snooping is 
blocked from BGT# to CRDY#. For this reason, it may be more efficient to always return 
SWEND#. 

SWEND# should be issued with or after KWEND#, when KWEND# is applicable. For cycles 
that do not sample KWEND#, SWEND# is sampled with or after BGT#. Once SWEND# is 
sampled active, it is ignored until CADS# of the next cycle or CRDY# of the current cycle (the 
latest of the two). 

Snoop response is blocked between BGT# and SWEND#. If a snoop is initiated between 
BGT# and SWEND#, then the snoop lookup (SNPCYC#) is performed 2 eLKs after 
SWEND# activation. Any subsequent snoop write-back begins after CRDY#. 
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Relation to Other Signals 

Pin Symbol Relation to Other Signals 

BGT# BGT#, KWEND# and SWEND# may be asserted in the same ClK. 

CFG1 SWEND# shares a pin l(Vith CFG1. 

DRCTM# SWEND# causes MWBfWT# and DRCTM# to be sampled. 

KWEND# BGT#, KWEND# and SWEND# may be asserted in the same ClK. 

When KWEND# and SWEND# are applicable, they must fulfill the following 
precedence rule: KWEND# <= SWEND# 

MWBfWT# SWEND# causes MWBfWT# and DRCTM# to be sampled. 
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5.2.2.135. SYNC# 

SYNC# Synchronize 

Synchronizes the cache array with main memory. 

Input to 82496 Cache Controller (pin R05) 

Asynchronous 

Internal Pull-up 

Signal Description 

This signal causes the 82496 Cache Controller to write all modified second-level cache lines to 
main memory in order to synchronize them. At the end of the synchronize operation, the 
82496 Cache Controller tag array is not invalidated. All shared [S] and exclusive [E) entries 
remain the same state, and modified [M] lines become unmodified [E) state lines and the lines 
are written back to main memory. 

All 82496 Cache Controller modified lines cause an inquire cycle to the Pentium processor to 
determine if the Pentium processor contains more recently modified data. If so, the data from 
the CPU is written back to the 82491 Cache SRAM write back buffers and, sometimes, to the 
82491 Cache SRAM cache array. The data from the 82491 Cache SRAMs is then written back 
to main memory. 

To initiate a synchronize operation, the 82496 Cache Controller completes all pending cycles 
and prevents further assertions of ADS# while the synchronize operation is in progress. The 
FSIOUT# output signal indicates the start and end of the SYNC# operation. FSIOUT# 
becomes active when SYNC# is internally recognized (when all outstanding cycles have 
completed) and is de-activated when the synchronize operation has completed. 

The 82496 Cache Controller can be snooped during SYNC# cycles, and the snooping 
protocols will be the same as with any memory bus cycle. 

When Sampled 

SYNC# can be asserted at any time. The 82496 Cache Controller completes all outstanding 
cycles on the CPU and memory bus before beginning the synchronize process. The memory 
bus controller does not have to prevent SYNC# during locked cycles because the 82496 Cache 
Controller completes the locked cycle before the synchronize operation begins. 

Once a synchronize operation has begun, SYNC# is ignored until the operation completes. If 
RESET or FLUSH# is asserted while the synchronize operation is in progress, the operation is 
aborted and a reset or flush is executed immediately. 

SYNC# is an asynchronous input. SYNC# must have a pulse width of two CLKs in order to 
ensure 82496 Cache Controller recognition. 
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Relation to Other Signals 

Pin Symbol Relation to Other Signals 

CADS# Once SYNC# has begun, and FSIOUT# is active, all CADS# and CRDY# signals 
correspond with write-backs caused by the synchronize operation. 

CRDY# Once SYNC# has begun, and FSIOUT# is active, all CADS# and CRDY# signals 
correspond with write-backs caused by the synchronize operation. 

FSIOUT# The FSIOUT# output signal indicates the start and end of the SYNC# operation. 
FSIOUT# becomes active when SYNC# is internally recognized (when all 
outstanding cycles have completed) and is de-activated when the synchronize 
operation has completed. 

SYNC# is ignored while FSIOUT# is active. 

MALDRV SYNC# shares a pin with the MALDRV configuration input. 
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5.2.2.136. TCK 

TCK Test ClK 

JTAG boundary scan test Clock. 

Input to Pentium processor (pin T04), 82496 Cache Controller (pin 004), and 
82491 Cache SRAM (pin 3) 

Pentium processor, 82496 Cache Controller, 82491 Cache SRAM internal Pull-ups 

Signal Description 

TCK provides the clocking function required by the JT AG boundary scan feature. TCK is used 
to clock state information and data into and out of the Pentium processor, 82496 Cache 
Controller and 82491 Cache SRAM components. State select inforniation and data are clocked 
into the component on the rising edge of TCK on TMS and TDI, respectively. Data is clocked 
out of the Pentium processor CPU-Cache Chip Set on the falling edge of TCK on TDO. 

In addition to using TCK as a free running clock, it may be held in a LOW state indefinitely as 
described in IEEE 1149.1. While TCK is held in the LOW state, the boundary scan latches 
retain their state. 

When boundary scan is not used, TCK should be tied low. 

When Sampled 

TCK is a clock signal and is used as a reference for sampling other boundary scan signals. 

Relation to Other Signals 

Pin Symbol Relation to Other Signals 

TOI TMS and TOI are sampled on the rising edge of TCK. 

TOO TOO is driven on the falling edge of TCK. 

TMS TMS and TOI are sampled on the rising edge of TCK. 
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5.2.2.137. TOI 

TDI Test Data Input 

Receives serial test instructions and data. 

Input to Pentium processor (pin T21), 82496 Cache Controller (pin P04), and 
82491 Cache SRAM (pin 2) 

Synchronous to TCK 

Pentium processor, 82496 Cache Controller, 82491 Cache SRAM internal Pull-ups 

Signal Description 

TDI is the serial input used to shift IT AG instructions and data into the component. The 
shifting of instructions and data occurs during the SHIFT-IR and SHIFf-DR TAP controller 
states, respectively. These states are selected using the TMS signal as described in the 
testability chapter. 

An internal pull up resistor is provided on TDI to ensure a known logic state if an open circuit 
occurs on the TDI path. Note that when the value I is continuously shifted into the instruction 
register, the BYPASS instruction is selected. 

When Sampled 

TDI is sampled on the rising edge of TCK, and during the SHIFT-IR and SHIFT-DR states. 
During all other TAP controller states, TDI is a "don't care". 

Relation to Other Signals 

Pin Symbol Relation to Other Signals 

TCK TDI is only sampled when TMS and TCK have been used to select the SHIFT-IR 
or SHIFT-DR states in the TAP controller. 

TMS and TDI are sampled on the rising edge of TCK. 

TMS TDI is only sampled when TMS and TCK have been used to select the SHIFT-IR 
or SHIFT-DR states in the TAP controller. 
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5.2.2.138. TOO 

TOO Test Data Output 

Outputs serial test instructions and data. 

Output from Pentium processor (pin S21). 82496 Cache Controller (pin DOS). and 
82491 Cache SRAM (pin 84) 

Synchronous to TCK 

Signal Description 

TDO is the serial output used to shift IT AG instructions and data out of the component. The 
shifting of instructions and data occurs during the SHIFf-IR and SHIF-DR TAP controller 
states, respectively. These states are selected using the TMS signal as described in the 
testability chapter. 

When not in the SHIFT-IR or SHIFT-DR state, IDO is driven to a HIGH impedance state to 
allow connecting TDO of different devices in parallel. 

When Driven 

TDO is driven on the falling edge of TCK during the SHIFT-IR and SHIFf-DR TAP 
controller states. At all other times TDO is driven to the HIGH impedance state. 

Relation to Other Signals 

Pin Symbol Relation to Other Signals 

TCK TOO is only driven when TMS and TCK have been used to select the SHIFT-IR or 
SHIFT-DR states in the TAP controller. 

TMS TOO is only driven when TMS and TCK have been used to select the SHIFT-IR or 
SHIFT-DR states in the TAP controller. 
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5.2.2.139. TMS 

TMS Test Mode Select 

Controls testing by selecting operational mode. 

Input to Pentium processor (pin P19), 82496 Cache Controller ( pin 003), and 
82491 Cache SRAM (pin 1) 

Synchronous to TCK 

Pentium processor, 82496 Cache Controller, 82491 Cache SRAM internal Pull-ups 

Signal Description 

TMS is decoded by the JTAG TAP (Test Access Port) controller to select the operation of the 
test logic, as described in the Testability chapter. 

To ensure detenninistic behavior of the TAP controller, TMS is provided with an internal pull­
up resistor. If boundary scan is not used, TMS may be tied HIGH or left unconnected. 

When Sampled 

TMS is sampled on every rising edge of TCK. 

Relation to Other Signals 

Pin Symbol Relation to Other Signals 

TOI TMS is used to select the internal TAP states required to load boundary scan 
instructions to data on TOI. 

TOI is only sampled when TMS and TCK have been used to select the SHIFT-IR 
or SHIFT-OR states in the TAP controller. 

TOO TOO is only driven when TMS and TCK have been used to select the SHIFT-IR or 
SHIFT-OR states in the TAP controller. 
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5.2.2.140. TRST# 

TR8T# Test Logic Reset 

Allows the TAP controller to be asynchronously initialized. 

Input to Pentium processor (pin 818) and 82496 Cache Controller (pin T02) 

Asynchronous 

Pentium processor and 82496 Cache Controller internal Pull-ups 

Signal Description 

TRST# is a test logic control pin. When asserted, it will force the TAP controller into the Test 
Logic Reset State (see the TAP controller state diagram, Figure 11-3). 

When in Test-Logic-Reset State, the test logic is disabled so that normal operation of the 
device can continue unhindered. During initialization, the Pentium processor or 82496 Cache 
Controller initializes the instruction register such that the IDCODE instruction is loaded. 

On power up, the TAP controller is automatically initialized to the test logic reset state (test 
logic disabled), so normal Pentium processor, 82496 Cache Controller, or 82491 Cache SRAM 
behavior is the default. The Test Logic Reset State is also entered when TRST# is asserted 
(Pentium processor or 82496 Cache Controller), or when TMS is high for 5 or more 
consecutive clocks (Pentium processor, 82496 Cache Controller, or 82491 Cache SRAM). 

When Sampled 

TRST# is an asynchronous input. 

Relation to Other Signals 

None. 

NOTE 

Refer to the Pentium™ Processor Data Book for additional details. 
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5.2.2.141. W/R# 

W/R# Write or Read 

Indicates that the current cycle is a write or a read cycle. 

Output from Pentium processor (pin N03), Input to 82496 Cache Controller (pin 
C18), Input to 82491 Cache SRAM (pin 58) 

Synchronous to ClK 

Signal Description 

Refer to the Pentium™ Processor Data Book for a detailed description of this signal. 
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5.2.2.142. WAY 

WAY Way 

Indicates the way in which the current cache cycle is located. 

Output from 82496 Cache Controller (pin M16), Input to 82491 Cache SRAM (pin 
45) 

Synchronous to ClK 

Signal Description 

WAY is driven to the 82491 Cache SRAM from the 82496 Cache Controller to indicate the 
way of the current cache cycle. If WAY is driven high, the cycle will access way one. If WAY 
is driven low, the cycle will access way zero. 

The 82491 Cache SRAM samples WAY with WRARR# for normal write cycles and read hits 
which miss the MRU bit. The 82491 Cache SRAM samples WAY with MCYC# for read miss 
cycles. The 82491 Cache SRAM samples WAY with WBWE# for write back cycles. 

Relation to Other Signals 

Pin Symbol Relation to Other Signals 

WRARR# For write cycles, WRARR# qualifies the WAY input to the 82491 Cache SRAM to 
determine in which way the data will be written. 
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5.2.2.143. WBIWT# 

WBIWT# Write Back or Write Through 

Indicates that the current cache line can be exclusive or not. 

Output from 82496 Cache Controller (pin l15), Input to Pentium processor (pin 
M02) 

Synchronous to ClK 

Signal Description 

WB/WT# provides the 82496 Cache Controller/82491 Cache SRAM to Pentium processor 
cache consistency protocol. It informs the processor if the current line can go to the [E] state 
(e.g. write back) or must go to the [S] state (e.g. write through). 

WB/WT# is used to ensure that the 82496 Cache Controller will always be aware of Pentium 
processor potentially modified lines. The 82496 Cache Controller will only allow the Pentium 
processor to go into exclusive states if the 82496 Cache Controller itself is making a transition 
from [E] to [M] states or is already in [M] state (e.g. from a previous cycle with DRCTM# 
asserted). This ensures that for any Pentium processor exclusive line ([E] or [MD, the 82496 
Cache Controller will be in a modified state. 

The 82496 Cache Controller drives WB/WT# HIGH to the Pentium processor in the following 
cases: 

1. Write cycle to an 82496 Cache Controller line in Exclusive or Modified states. 

2. Read cycle to an 82496 Cache Controller line in Modified state. 

The 82496 Cache Controller drives WB/WT# LOW for all other CPU-initiated cycles. 

When Driven 

WB/WT# is valid with either NA# or the first BRDY# of the cycle (whichever comes first). 

Relation to Other Signals 

Pin Symbol Relation to Other Signals 

BRDYC# WB/WT# is valid with either NA# or the first BRDY# of the cycle (whichever comes 
NA# first). 
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5.2.2.144. WBA 

WBA Write Back Buffer Address 

Indicates which line is loaded into replacement write back buffer. 

Output from 82496 Cache Controller (pin N15), Input to 82491 Cache SRAM (pin 
38) 

Synchronous to ClK 

Signal Description 

WBA is driven to the 82491 Cache SRAM to indicate which line will be written back during 
the replacement write back. If the 82496 Cache Controller uses 2 lines per sector, WBA 
distinguishes to the 82491 Cache SRAM which line is to be written back. WBA low selects 
line 1 and WBA high selects line 2. 

In configurations with 1 line per sector (1,2,4,5), WBA is driven low to the 82491 Cache 
SRAM during write back cycles. In configurations with 2 lines per sector (3), WBA indicates 
which line in the sector is being accessed. If WBA is low, the first line in the sector is being 
accessed. If WBA is high, the second line in the sector is being accessed. 

WBA is driven high to the 82491 Cache SRAM for snoop cycles which hit the replacement 
write back buffer and low for cycles which miss the replacement write back buffer. 

Relation to Other Signals 

Pin Symbol Relation to Other Signals 

SEC2# WBA shares a pin with the configuration signal SEC2#. 

WBWE# WBA and WBTYP are sampled by the 82491 Cache SRAM with WBWE#. 
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5.2.2.145. WBTYP 

WBTYP Write Back Cycle Type 

Indicates a replacement or snoop write back cycle, 

Output from 82496 Cache Controller (pin P16), Input to 82491 Cache SRAM (pin 
37) 

Synchronous to ClK 

Signal Description 

WBTYP indicates the type of write back cycle to the 82491 Cache SRAM, This signal is used 
by the 82491 Cache SRAM to detennine which buffer it will load the data to be written back 
into (either the snoop write back buffer or the replacement write back buffer), 

If WBTYP is driven high for snoop write back cycles, and low for replacement write back 
cycles, 

Relation to Other Signals 

Pin Symbol Relation to Other Signals 

lRO WBTYP shares a pin with the configuration signal lRO, 

WBWE# WBA and WBTYP are sampled by the 82491 Cache SRAM with WBWE#, 
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5.2.2.146. WBWE# 

WBWE# Write Back Buffer Write Enable 

Indicates the write back buffers can be loaded. 

Output from 82496 Cache Controller (pin N16), Input to 82491 Cache SRAM (pin 
39) 

Synchronous to ClK 

Signal Description 

WBWE# indicates to the 82491 Cache SRAM that the next access will be a write back (either a 
snoop write back from the snoop write back buffer, or a replacement write back from the 
replacement write back buffer). WBWE# will be active for 2 CLKs if the write back is a 
replacement of 2 lines (2 LIS mode), and for 1 CLK otherwise. 

Relation to Other Signals 

Pin Symbol Relation to Other Signals 

lR1 WBWE# shares a pin with the configuration signal lR1. 

WBA WBA and WBTYP are sampled by the 82491 Cache SRAM with WBWE#. 

WBTYP WBA and WBTYP are sampled by the 82491 Cache SRAM with WBWE#. 
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5.2.2.147. WRARR# 

WRARR# Write to 82491 Cache SRAM Array 

Controls the writing of data into the 82491 Cache SRAM array and updating MRU 
bit. 

Output from 82496 Cache Controller (pin M15), Input to 82491 Cache SRAM (pin 
44) 

Synchronous to ClK 

Signal Description 

WRARR#, when active, latches the WAY signal in the 82491 Cache SRAM to decide which 
way should be updated or what MRU value to write. 

For read cycles which miss the MRU bit, the 82491 Cache SRAM will update the MRU bit 1 
CLK after WRARR# is sampled active. The WAY signal value becomes the MRU value. 

For write cycles, WRARR# qualifies the WAY input to the 82491 Cache SRAM to determine 
in which way the data will be written. 

Relation to Other Signals 

Pin Symbol Relation to Other Signals 

WAY For write cycles, WRARR# qualifies the WAY input to the 82491 Cache SRAM to 
determine in which way the data will be written. 
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5.2.2.148. WWOR# 

WWOR# Weak Write Ordering Mode 

Enforces strong/weak write-ordering policy. 

Configuration input to 82496 Cache Controller (pin R03) 

Synchronous to ClK 

Signal Description 

When WWOR# is asserted during RESET, the 82496 Cache Controller enforces a weak write­
ordering policy. If WWOR# is de-asserted during RESET, the 82496 Cache Controller 
enforces a strong write-ordering policy. 

In strong write-ordering mode, memory bus writes occur in the order in which they were given 
by the CPU. In weak write-ordering mode, the following situation can arise: 

1. A data from CPU posted write (Write A) resides in an 82491 Cache SRAM memory buffer 

2. A subsequent CPU write (Write B) completes in the 82496 Cache Controller/82491 Cache 
SRAM's second-level cache because of a cache hit to a line in the [M] or [E] state 

3. A snoop hit to B causes a write-back of the modified line from Write B before the line 
from Write A is written back. 

Here, the line modified by Write B is written to memory before the data from Write A, causing 
a re-ordering of CPU writes. This scenario creates a potential operating system problem if 
Write A writes to a location locked by a semaphore which Write B unlocks prematurely. 

The reordering does not take place if Write B unlocks the semaphore using a read-modify­
write sequence. 

When Sampled 

WWOR# is sampled during RESET as shown in the Initialization and Configuration chapter. 
Following the falling edge of RESET, WWOR# becomes the MALE input. 

Relation to Other Signals 

Pin Symbol Relation to Other Signals 

RESET WWOR# is sampled when RESET is ~ctive. Refer to Chapter 4 for specific timing 
requirements with respect to RESET. 

EWBE# If the 82496 Cache Controller is configured in the weak write ordering mode, 
EWBE# is always driven active to the CPU. 

MALE WWOR# shares a pin with MALE. 
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CHAPTER 6 
MEMORY BUS FUNCTIONAL DESCRIPTION 

The 82496 Cache Controller/82491 Cache SRAM core supports a wide variety of bus transfers 
to meet the needs of high performance systems. Bus transfers can be single cycle or mUltiple 
cycle, cacheable or non-cacheable, 64- or 128-bit (memory bus width), and locked. Depending 
on the configuration, multiple cycle transfers may be either 4 or 8 transfer cycles. To support 
multiprocessing systems there are cache back-invalidation, inquire, snooping, read for 
ownership, cache to cache transfers, and locked cycles. 

This chapter begins with read cycles, both cacheable and non-cacheable. It moves on to write 
cycles, cacheable and non-cacheable. Snooping, locked, and I/O cycles are also represented by 
examples in this chapter. . 

The cycles shown in this chapter are examples of various types of Pentium processor CPU­
Cache Chip Set cycles. The purpose of these examples is to show signal relationships, and are 
not necessarily best case scenarios. Sample strobe mode inputs MISTB and MOSTB are 
indicated in the figures in this chapter for system designers implementing strobed memory bus 
mode. 

6.1. READ CYCLES 

6.1.1. Read Hit Cycles 
Read Hit cycles are executed completely within the Pentium processor CPU-Cache Chip Set, 
and will not be seen by the MBC. 
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10 11 12 13 14 15 16 17 18 19 ~ ~ 

eDB54 

Figure 6·1. Pipelined Read Hits 

Figure 6-1 illustrates a sequence of read hit cycles. It exemplifies MRU hits (A, B) and MRU 
misses (C, D, E). MRU (Most Recently Used) is the replacement algorithm used by the 82496 
Cache Controller to determine in which set, sector, and line location a cache line will be 
placed. 

Cycle A 

Cycle A is a single transaction (length=1) non-pipelined read cycle. The 82496 Cache 
Controller executes a cache directory (TAGRAM) look-up and detects a cache hit with an 
MRU hit. Concurrently the 82491 Cache SRAM accesses the ARRAY, loads the CPU buffer 
with the contents of both ways corresponding to the selected set. Its internal way multiplexer 
selects the way pointed out by the 82491 Cache SRAM MRU bit (also corresponding to the 
selected set). The W/R# signal sampled low causes the 82491 Cache SRAM to drive its data 
pins onto the CPU data bus. 

Since the 82496 Cache Controller detects an MRU hit, it activates the BRDYC# immediately 
after ADS# (i.e. zero wait-state access). Since CACHE# is sampled inactive (clock 1) and the 
BE# (byte enable) latch is empty (BLEC# active), the 82496 Cache Controller drives NA# 
immediately after ADS# (clock 2). Note that NA# is activated concurrently with the look-up 
execution (blind NA#); it is not affected by the look-up results. This NA# does not cause a 
pipelined cycle since it is activated with the last BRDYC#. In pipelined cycles, another ADS# 
is activated before or with the BLAST# and BRDYC# of the present one. 

The BLAST# signal is sampled active by the 82491 Cache SRAM by the end of clock 2 
(concurrently with the BRDYC#), indicating the end of the cycle. BLAST# is generated by the 
82496 Cache Controller based on the CPU's burst length information (CACHE#). 
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CycleB 

In clock 4, the Pentium processor issues an ADS# (cycle B) with a burst length of four 
transactions. A CPU line-fill is executed in clocks 5-8 (burst length=4) since CACHE# was 
sampled active (clock 4). As a result of the blind NA# (clock 5), the CPU issues another ADS# 
(cycle C) in clock 7 (pipe lined ADS#). 

Cycle C 

In clock 7 the CPU issues the ADS# for cycle D due to NA# activation in clock 5. As a result 
of the MRU miss, the 82496 Cache Controller the correct WAY to the 82491 Cache SRAM 
(using the WRARR# and WAY signals - not shown). Upon sampling WRARR# active, the 
82491 Cache SRAM will update its internal MRU bit with the way information presented by 
the WAY signal. This information is also used by the 82491 Cache SRAM to select from its 
CPU buffer the data corresponding to the correct way. The 82491 Cache SRAM drives the 
CPU data bus by the end of clock 9. Note that the wait-state caused by the MRU miss is hidden 
due to the pipeline. 

KEN# is driven high to the CPU in the CLK of BRDYC# active (clock 9) in response to the 
CACHE# signal being sampled inactive (clock 7). 

Cycle D 

In clock 11 (2 CLKs after the previous NA#), the CPU issues another pipelined ADS# (cycle 
D). In this cycle a wait-state is added (clock 12) due to the MRU miss. WB/WT# is driven high 
to the Pentium processor to indicate that the read hit was to a line in the Modified state. 

Cycle E 

In clock 14 the CPU issues a pipelined ADS# (cycle E) due to a previous NA# (clock 12). 
CACHE# is sampled active (clock 14). Due to the 1.5 level of pipeline, the 82496 Cache 
Controller waits until the last BRDYC# of the previous cycle (Cycle D in clock 16) to begin 
the four transfers for cycle E. 

Note that in all cycles BLEC# is deactivated immediately after ADS#. It activated again in the 
next clock, since all cycles are hits. 
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6.1.2. Read Miss Cycles 

6.1.2.1. WITH CLEAN REPLACEMENT 
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In strobed mode MISTS is used in place of MSRDY to indicate data transfer onto the 
memory bus. 

MClK is asynchronous to ClK 

Figure 6-2. Read Miss With Clean Replacement 

Figure 6-2 illustrates CPU read cycles (A, B) that miss the 82496 Cache Controller. In such 
cycles, the 82496 Cache Controller will instruct the MBC (memory bus controller) to perform 
a cache line-fill cycle on the memory bus (a cache line-fill is a read of a complete 82496 Cache 
Controller line from the main memory). The line is then written into the 82491 Cache SRAM 
ARRAY, and data transferred to the CPU as requested). If the line fetched from the main 
memory replaces a valid unmodified line (i.e. [E] or [S]), then a back-invalidation cycle is 
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perfonned on the CPU bus, in order to guarantee that the replaced data is also removed from 
the CPU internal cache, thus maintaining the inclusion property. Note that this example shows 
a line ratio of 2 82496 Cache Controller cache lines to 1 Pentium processor cache line. 

In clock 1, the CPU issues an ADS# of a read cycle (cycle A). The 82496 Cache Controller 
looks-up the cache directory (TAGRAM) and finds the CPU request to be a cache miss. It then 
asserts CADS# (also CDTS#) and associated cycle control signals to the MBC (CW/R#, 
CM/lO#, CD/C#, CCACHE#, RDYSRC, MCACHE#), in order to schedule the cache line-fill 
execution. MCACHE# is active, indicating that the read miss is potentially cacheable by the 
82496 Cache Controller (PCD is also inactive in clock 1). RDYSRC is active (high), indicating 
that the MBC will supply BRDYs to the CPU. 

The 82496 Cache Controller will prepare the 82491 Cache SRAM for the cache line-fill cycle, 
by asserting the MCYC#, WAY, and BUS# signals. MCYC# indicates to the 82491 Cache 
SRAM that this cycle involves the memory bus. The 82491 Cache SRAM samples and latches 
WAY during MCYC# activation. BUS# indicates the 82491 Cache SRAM whould switch the 
data source from the ARRAY to the memory-cycle buffer. . 

Since the cache directory look-up indicates that a line is going to be replaced, AHOLD is 
driven active as a preparation for the CPU back invalidation (clock 3). The CPU address lines 
float in clock 4. Thus, the 82496 Cache Controller starts driving the first line address to be 
invalidated in clock 6, so it is valid with the setup time to clock 6. 

The MBC arbitrates for the memory bus and returns BGT# (clock 4), meaning that the MBC 
accepts ownership of the memory bus to complete the current cycle from the 82496 Cache 
Controller. 

When the memory bus has detennined the cache ability attribute of the cycle, it drives the 
MKEN# signal accordingly. At this point the MBC drives the KWEND# signal, indicating the 
end of the cacheability window. The 82496 Cache Controller samples MKEN# during 
KWEND# (clock 6) and realizes that the cycle in progress is cacheable. This detennination 
triggers the start of the back-invalidation (the 82496 Cache Controller waits for the 
cacheability detennination, in order to avoid unnecessary back-invalidations, in case the line 
happens to be non-cacheable). With this detennination, the 82496 Cache Controller also 
activates MAWEA# to infonn the 82491 Cache SRAM to deposit the memory-cycle buffer 
content into the ARRAY upon CRDY# (clock 15). The actual physical write to the ARRAY 
takes place during clock 16. 

In clocks 6 and 8, the 82496 Cache Controller drives EADS# and INV. INV indicates the CPU 
to invalidate the line if it hits its internal cache directory (line address is sampled by the 
Pentium processor during EADS#). After completing the back-invalidation, the AHOLD 
signal is deactivated (clock 9) and the CPU drives the address bus with the new ADS# 
(clock 10). 

When the snoop window ends on the memory bus, the MBC activates the SWEND# signal. 
The 82496 Cache Controller samples MWB/WT# during SWEND# (clock 8) and updates the 
cache directory according to the consistency protocol. The closure of the snoop window also 
enables the MBC to start providing the CPU with data that has been collected in the 82491 
Cache SRAM memory-cycle buffer. The MBC supplies BRDYs to the CPU via BRDY# signal 
(clocks 8, 10, 12, and 14). BRDY# is an input to the 82496 Cache Controller needed to track 
the burst continuation. -

The 82496 Cache Controller deactivates BLEC# (clock 2) immediately after the ADS# in order 
to keep the byte enable infonnation latched in the external latch. BLEC# remains inactive until 
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CNA# is sampled active (clock 5), indicating that the MBC is ready to schedule a new memory 
bus cycle. In case the MBC does not support a pipelined interface with the 82496 Cache 
Controller (CNA# always inactive), the BLEC# will remain inactive until CRDY# is sampled 
active. Note that after CNA# activation, cycle control signals' are not guaranteed to be valid. 

NA# (of cycle A) is activated after KWEND# (clock 6), in order to determine the state of 
KEN# to the CPU (since KEN# is sampled by the CPU with NA# or first BRDY#). Note that 
the CPU delays the new ADS# due to AHOLD activation. 

The CPU issues an ADS# in clock 10 (cycle B). This read cycle also misses the cache 
directory. Since the 82496 Cache Controller already sampled CNA# active (clock 5) it 
activates a new CADS# (clock 12) before the CRDY# of the current memory bus cycle, (Le. 
this cycle is pipelined in the MBC). 

Note that once the cycle progress signals (BGT#, CNA#, KWEND#, SWEND#) of a cycle are 
sampled active, the 82496 Cache Controller ignore them until the CRDY# of that cycle. The 
82496 Cache Controlle.r does not pipeline the cycle progress signals, i.e for a pipelined access 
(cycle B), it will start sampling them (clock 16) after the CRDY# of the current memory bus 
cycle (A). 
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6.1.2.2. WITH REPLACEMENT OF MODIFIED LINE 
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Figure 6-3. Read Miss with Replacement of Modified Line 

Figure 6-3 illustrates CPU read cycles (A, B) that miss the 82496 Cache Controller cache, and 
require the replacement of two modified lines (tag replacement, lines/sector=l, line ratio=1). 

In clock 1, the Pentium processor issues an ADS# of a memory read cycle. In clock 2, a miss is 
detected, so CADS# (also CDTS#) and cycle control signals are driven to the MBC on clock 3. 
BUS# and MCYC# are pulsed active to the 82491 Cache SRAM. 

Since the cache directory look-up indicates that a modified line has to be replaced, AHOLD 
goes active in clock 3. After BGT# is received for the read cycle (clock 4), the 82491 Cache 
SRAM write-back buffer is prefilled with the contents of the ARRAY locations corresponding 
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to the lines to be replaced. The 82491 Cache SRAM will actually perform the reading from the 
ARRAY one clock after WBWE# is driven by the 82496 Cache Controller (which will be 
drive around clocks 5 or 6). WBTYP will be driven low to the 82491 Cache SRAM to indicate 
a write-back due to a replacement (WBTYP high indicates a write-back due to a snoop). 

MKEN# is sampled active during KWEND# (clock 6), confirming the cacheability of the read 
cycle. Since the line being replaced is Modified, an inquire cycle starts. (waiting until the 
cacheability of the cycle is confirmed is necessary in order to avoid unneeded invalidations, 
i.e. if the cycle turns out to be non-cacheable). 

In clock 6, the line is inquired (the 82496 Cache Controller drives EADS# with active INV 
since it is a replacement case). In clock 8, HITM# is sampled active, indicating the line has 
been modified in the CPU. 

After the snoop window closes, the MBC starts serving the CPU read cycle, which is 
completed in clock 11 (see BLAST#.BRDY#). In clock 13 the CPU starts flushing back the 
contents of the inquired line (WBTYP will be valid during the write back ADS# in order to 
inform the 82491 Cache SRAM where to load the inquired data: replacement write-back or 
snoop write-back buffer). The CPU data overwrites the corresponding 82491 Cache SRAM 
write-back buffer. With the BLAST#.BRDYC# (clock 17) of the CPU write-back cycle, the 
82496 Cache Controller activates CDTS# meaning that all data is available in the 82491 Cache 
SRAM write-back buffer. AHOLD is deactivated (clock 18) one clock after 
BLAST#.BRDYC# of the CPU write-back cycle. 

On the memory bus, the 82496 Cache Controller issues a write-back (WB) cycle. CNA# is 
sampled active in clock 5 causing the 82496 Cache Controller to issue the CADS# of the write­
back (clock 7). Note that CDTS# is issued later after completing the CPU write-back cycle 
(clock 17). CNA# of a cycle can be activated only with or after CDTS# of that cycle. In this 
example, CNA# is activated together with CDTS#. 

Following the completion of the write back cycle on the CPU bus (BLAST#.BRDYCl# in 
clock 17), a new read cycle (B) is issued in clock 19 with ADS#. 
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6.1.3. Non Cacheable Read Miss Cycles 
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NOTE: 

1. In strobed mode, MISTS is used in place of MSRDY to indicate data transfer onto the memory 
bus. 

Figure 6-4. Non Cacheable Read Miss 

Figure 6-4 illustrates a sequence of pipelined read misses that are non-cacheable by the CPU. 
The first two cycles (A, B) are also non-cacheable by the 82496 Cache Controller (e.g. 
MCACHE# is inactive), while the other two (C, D) are potentially cacheable by the 82496 
Cache Controller (active MCACHE#), but not cacheable by the memory bus (inactive MKEN# 
during KWEND#). This example assumes that cycles A and B are single transaction read 
misses (length::;:1), thus CACHE# is inactive. Cycles C and D are not cacheable due to an 
active cache disable bit in the current page table (PCD active). 

Note the BLEC# signal. The 82496 Cache Controller deactivates BLEC# immediately upon 
detecting the CPU read request (clock 2) in order to keep the byte enable information latched 
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in the external latch. Upon receiving CNA# from the MBC (clock 4), BLEC# is activated 
again. This enables the sampling of a new cycle. (In case the MBC does not activate CNA#, 
BLEC# will be activated again only after CRDY#). Sampling the CNA# active causes the 
82496 Cache Controller to drive the next read miss pending cycle (clock 6). 

When the MBC drives BRDY#s to the CPU, the maximum level of pipelining is 1 since the 
82496 Cache Controller has to sample the last BRDY# of the current CPU cycle in order to 
issue another NA#. NA# activation for the second read miss (cycle B) is delayed from clock 5 
(blind NA#) to clock 7 (after sampling active BLAST#.BRDY#). This behavior of the NA# is 
also shown in the last cycle (D). 

6.2. WRITE CYCLES 

6.2.1. Write Hit to [E] or [M] State Cycles 

elK 
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Figure 6-5. Write Hits to [E] or [M] State Cycles 

Figure 6-5 illustrates a sequence of Pentium processor memory write cycles that hit 82496 
Cache Controller entries marked in the [E] or [M] states. Such cycles are served by the 82496 
Cache Controller by directly writing to the 82491 Cache SRAM ARRAY, without any 
memory bus activity. Note that the Pentium processor does not pipeline write-back cycles into 
previous CPU bus cycles, and will not pipeline a following CPU bus cycle into a Pentium 
processor data cache write-back cycle. 

In clock 1, the first CPU write cycle (A) starts. The 82496 Cache Controller looks-up the cache 
directory (T AGRAM) and detects a hit to [E] or [M] states in clock 2. WRARR# is activated 
by the 82496 Cache Controller in preparation for the ARRAY write, and WAY points to the 
way to be written. The 82496 Cache Controller asserts BRDYC# in clock 2 (zero wait-state). 
Since the BLAST# is also active in clock 2, the 82491 Cache SRAM executes a write cycle 
into the ARRAY in the first half of clock 3. 
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In clock 4, the CPU issues a four transaction write-back (length=4). The first transfer is placed 
in the 82491 Cache SRAM buffer in clock 5, and the last in clock 8. BLAST# is activated with 
the fourth BRDYC#, indicating the completion of the cycle. Data is effectively written into the 
82491 Cache SRAM ARRAY during the first half of clock 9. 

Since the Pentium processor will not pipeline a new cycle into a write-back cycle, cycle C is 
issued in clock 10 (2 CLKs after BLAST#.BRDYC# for cycle B). 

Cycles A, B, C, and D exemplify blind NA# assertion, thus the 82496 Cache Controller asserts 
NA# one clock after the ADS#. 
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6.2.2. Write Miss with No Allocation or Write Hit to 
[S] State Cycles 

CPU_DATA 

BlAST# 

BRDVC# 

BlEC# 

CADS# 

CPWT 

RDVSRC 

MCACHE# 

PALlC# 

BGTII 

CNA# 

KWEND# 

MKEN# 

SWEND# 

MWBIWT# 

CRDV# 

MEOC# I 

NOTE: 

I~I 

COBS9 

1. In strobed mode, MOSTB is used in place of MBRDY to indicate data transfer off of the memory 

bus. 

Figure 6-6. Write Miss with No Allocation or Write Hit to [S] State Cycles 

Figure 6-6 illustrates a sequence of pipelined posted write-through cycles. Cycles A and B 
exemplify memory writes that miss the 82496 Cache Controller directory, while C and D 
exemplify write hit to [S] state cycles in the 82496 Cache Controller tagram. 
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In clocks 1-3, the first write (cycle A) is posted in the 82491 Cache SRAM's memory-cycle 
buffer, which was empty prior to that time. The write is completed without wait-states. NA# is 
activated with the cache directory look-up (blind NA#), i.e. in clock 2. MCYC# is activated by 
the 82496 Cache Controller to indicate to the 82491 Cache SRAM that this cycle will involve 
the memory bus. In clock 3 CADS# and cycle control signals are issued. RDYSRC is low 
indicating that the 82496 Cache Controller is the source of the BRDY#s supplied to the CPU, 
(the MBC will not provide BRDY#s for this cycle). PALLC# is low indicating a potential 
allocate cycle after the write-through one. CNA# is active in clock 5 indicating that the MBC is 
free to accept a new CADS#. Nevertheless, the 82496 Cache Controller will not issue a new 
CADS# until after it resolves the allocatability of the current memory write cycle. Since 
MKEN# is inactive during KWEND# (clock 6), an allocation cycle will not be performed and 
a new write miss CADS# is issued in clock 7. 

In clock 4, a new write cycle is requested by the CPU (cycle B). Since the memory-cycle 
buffer is busy, the first transfer is collected in the 82491 Cache SRAM's CPU buffer in clock 5. 
The 82496 Cache Controller posts the transfer after MKEN# is sampled inactive (during 
KWEND# in clock 6). If MKEN# was sampled active during KWEND#, then the transfer 
would be collected after the BGT# of the allocation cycle. 

In clock 8, a new pipelined write is requested by the CPU (cycle C). Since this cycle is a write 
hit to [S] state, the data has to be written into the 82491 Cache SRAM's ARRAY. Thus, the 
WRARR# signal is activated by the 82496 Cache Controller to indicate to the 82491 Cache 
SRAMs that they must write the data at the end of the cycle, i.e. in the first half clock after 
sampling BLAST#.BRDYC# active. PALLC# is high indicating that an allocation cycle will 
not be performed (regardless of MKEN# state) since the line is already available in the cache. 
NA# is activated in clock 10 after sampling the CNA# of the previous memory cycle (clock 9). 

In clock 12 a similar write hit to [S] state cycle is illustrated. For this cycle the 82496 Cache 
Controller issues the CADS# (clock 15) after sampling CNA# active (clock 14). The 82496 
Cache Controller would not wait for KWEND# to provide CADS# since this is not a potential 
allocate cycle (P ALLC# is high). 

Note that the 82496 Cache Controller will drive the WB/WT# signal low for all cycles shown 
in this example to maintain the write once cache coherency protocol. 
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6.2.3. Write Miss with Allocation Cycles 
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NOTE: 

1. In strobed mode, MISTB/MOSTB are used in place of MBRDY to indicate data transfer ont%ff 

of the memory bus. 

Figure 6·7. Write Miss with Allocation to Modified Line 

6-14 I 



MEMORY BUS FUNCTIONAL DESCRIPTION 

Figure 6-7 illustrates a 82496 Cache Controller/82491 Cache SRAM write miss cycle which 
follows the write to main memory with an allocation cycle. The example assumes that 
allocating the new line requires the replacement of a modified line (write-back to main 
memory). This example displays a configuration of 1 line per sector and a line ratio of 1: 1. 

In clocks 1-3, the first write (cycle A) is posted in the 82491 Cache SRAM's memory-cycle 
buffer, which was empty prior to that time. The write is completed without wait-states. NA# is 
activated with the cache directory look-up (blind NA#), i.e. in clock 2. MCYC# is activated by 
the 82496 Cache Controller to indicate to the 82491 Cache SRAM that this cycle will involve 
the memory bus. In clock 3, CADS# and cycle control signals are issued. RDYSRC is low 
indicating that the 82496 Cache controller is the source of the BRDY#s supplied to the CPU 
(the MBC will not provide BRDY#s for this cycle). PALLC# is low indicating a potential 
allocate cycle immediately following the write-through cycle. CNA# is active in clock 5 
indicating the MBC is free to accept a new CADS#. Nevertheless, the 82496 Cache Controller 
will not issue a new CADS# until after it resolves the allocatability of the current memory 
write cycle. 

MKEN# is sampled active during KWEND# (clock 6), indicating that the missed line should 
be allocated in the 82496 Cache Controller/82491 Cache SRAM. Thus, the 82496 Cache 
Controller issues a second CADS# (LF) to request the line allocation (note MCACHE#, 
RDYSRC and CW /R#). 

Concurrently with the memory bus write, the Cache Controller serves a CPU read hit (cycle B 
in clocks 4 to 9 - note the wait state in clock 10 due to the write-after-read back to back 
cycles on the CPU bus). In clock 8, the CPU starts a write cycle (C), but since it misses the 
cache, its service waits for the BGT# of the allocation. This wait is due to the fact that until 
BGT# activation, a snoop could happen, thus the usage of the 82491 Cache SRAM's CPU 
buffer is not allowed. The last BRDYC# of this cycle (C) can be issued only after the CRDY# 
of the allocation. 

In clock 11, BGT# of the allocation is returned active. The cache controller activates AHOLD 
in clock 12 to inquire the CPU. The cache controller also drives WBWE#, WBTYP, and WBA 
to load the SRAM's write-back buffer from the ARRAY. The line is inquired in clock 15 (the 
82496 Cache Controller drives the inquired address, activates INV and pulses EADS#). 
HITM# is sampled inactive in clock 17, so the data will come from the 82491 Cache SRAM's 
replacement write-back buffer. AHOLD is deactivated in clock 18 as a result of the Pentium 
processor cache miss (HITM# inactive). 

The 82496 Cache Controller notifies the 82491 Cache SRAM on allocations by pulsing the 
MA WEA# signal after sampling an active MKEN# during KWEND# (clock 6). Note that the 
CDTS# of the write-back cycle is not asserted with CADS# since the data is not available in 
the 82491 Cache SRAM's write-back buffer till the BLAST#.BRDYC# of the inquire cycle or 
the CLK following HITM# results. 

Cycle D (a read hit in the 82496 Cache Controller) is handled concurrently with the 82496 
Cache Controller replacement write back and cycle C handling on the memory bus (clocks 11-
22). The CPU bus data transfers for cycle D are delayed due to AHOLD assertion from the 
inquire cycle. 
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6.3. LOCKED READ-MODIFY-WRITE CYCLES 
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NOTE: 
1. In strobed mode, MISTS/MOSTS are used in place of MSRDY to indicate data transfer ont%ff 

of the memory bus. 

Figure 6-8. Locked Read Modify Write Cycles 

The 82496 Cache Controller provides a facility to allow atomic accesses (requested by the 
CPU, i.e. LOCK# is activated) through the KLOCK# signal. KLOCK# activation indicates to 
the MBC that the memory bus should not be released between the Klocked cycles. KLOCK# 
will remain active from the beginning of the first cycle (with CADS#) until CADS# is issued 
for the last cycle. This KLOCK# behavior allows the MBC to distinguish between back to back 
locked operations. 

Figure 6-8 illustrates two back to back read-modify-write operations (A, Band C, D). 

In clock 1, the Pentium processor issues a read cycle (A) with an active LOCK# signal. Since 
LOCK# is active, the 82496 Cache Controller issues a CADS# to the MBC with active 
KLOCK# (clock 3). The 82496 Cache Controller issues a request for memory bus access 
(CADS#) for every locked cycle (read or write) regardless of whether it hits the cache 
directory (TAGRAM). The MBC activates BRDY# (clock 6) and CRDY# (clock 6) but will 
not release the memory bus since the KLOCK# signal is active. 
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In clock 8, an ADS# of a write cycle is issued. Since this is the last locked cycle, LOCK# is 
deactivated one clock after BLAST#.BRDYC# (clock 10). The locked write is posted like any 
other memory write cycle, thus the 82496 Cache Controller supplies the BRDYC# to the CPU 
(clock 9). The 82496 Cache Controller issues CADS# with active KLOCK# for the write cycle 
(clock 10). Since LOCK# is deactivated, the 82496 Cache Controller deactivates KLOCK# one 
clock after CADS# (clock 11), indicating that the MBC can release the memory bus after 
completion of the current cycle. 

In clock 11 a similar locked sequence starts (C,D). Since the last locked write was posted, a 
new ADS# is issued even before the CRDY# of that write (clock 12). The 82496 Cache 
Controller samples CNA# active (clock 11) and issues CADS# (clock 13). Note that the 82496 
Cache Controller deactivates KLOCK# between unlocked operations for at least one clock (in 
this example it is inactive for two clocks: 11 and 12). 

In this example, SCYC (and, correspondingly, CSCYC) would be inactive (low) with ADS# 
(CADS#) to indicate that the locked sequence is not split across a cache line boundary. If the 
cycle is split, there would be multiple read cycles followed by multiple write cycles for the 
split locked sequence. 
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6.4. SNOOP HIT TO [M] STATE - SYNCHRONOUS SNOOP MODE 
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1. In strobed mode, MOSTB is used in place of MBRDY to indicate data transfer off of the memory 

bus. 

Figure 6-9. Snoop Hit to [M] State - Synchronous Snoop Mode 

Figure 6-9 illustrates a snoop hit to [M] state sequence. This example assumes synchronous 
snooping mode, i.e. requests for snoop are done via SNPSTB# signal which is sampled by the 
82496 Cache Controller's clock (not SNPCLK). 

In clock 1, SNPSTB# is activated indicating the 82496 Cache Controller has a request for 
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snooping. The 82496 Cache Controller checks that MAOE# and MBAOE# are sampled 
inactive in order to recognize the snoop request. MAOE# is latched together with the snoop 
address (MSET[1O:0], MTAG[ll:O], MCFA[6:0], MAP), SNPINV and SNPNCA. These 
signals are latched by the 82496 Cache Controller's clock (not SNPCLK) rising edge, during 
SNPSTB# assertion. The look-up is done immediately after SNPSTB# (clocks 2-3) since 
snoops have the highest priority in the cache directory arbiter (TAGRAM arbitration). 
SNPCYC#, in clock 2, indicates that snoop look-up is in progress. The results of the look-up 
are driven to the memory bus via MTHIT# and MHITM# signals. Since the snoop hits a 
modified line, both signals are activated (clock 3). SNPBSY# is also driven active indicating 
the 82496 Cache Controller is busy with CPU bus inquires or the 82491 Cache SRAM's snoop 
buffer is full. The 82496 Cache Controller will accept snoops only when SNPBSY# is inactive. 

Concurrently with the memory bus activity (snoop request), the CPU issues an ADS# of a read 
miss cycle (clock 1). The 82496 Cache Controller issues CADS#, CDTS# and cycle control 
signals to the MBC (clock 3). Note that the CPU request look-up is done with ADS# (clocks 1-
2), while the snoop request look-up is done one clock after SNPSTB# (clocks 2-3). The MBC 
samples CADS# active and waits for the memory bus to execute the pending cycle. 

In clock 5, the 82496 Cache Controller issues SNPADS# and cycle control signals to the MBC 
indicating a request to flush a modified line out of the cache. SNP ADS# activation causes the 
MBC to abort the pending cycle. It is the 82496 Cache Controller's responsibility to re-issue 
the aborted cycle after the completion of the write back, since BGT# had not yet been activated 
on the CLK when SNPSTB# was sampled active. 

The 82496 Cache Controller issues AHOLD (clock 5) causing the CPU to float its address 
lines. The 82496 Cache Controller issues WBWE#, WBTYP and WBA. WBTYP and WBA 
would be active (high) indicating to the 82491 Cache SRAMs that a snoop hit to the ARRAY 
occurred. The 82491 Cache SRAM performs an ARRAY read cycle in clock 6 and thus 
requires stable address and WAY at that time. Data is loaded into the 82491 Cache SRAM's 
snoop buffer one clock after the ARRA Y read cycle. 

The 82496 Cache Controller drives the snoop address to the CPU bus (clocks 8-16). EADS# is 
activated (clock 8) in order to inquire the CPU. Since SNPINV was sampled inactive while 
SNPSTB# (clock 1), the 82496 Cache Controller issues an inactive INV with EADS#. Thus 
modified data from the CPU (clocks 14-17) will be written into both the ARRAY and snoop 
buffer. HITM# is activated in clock 10 indicating that the line has been modified in the CPU 
cache. AHOLD remains active until the inquire sequence completion. Thus AHOLD is 
deactivated in clock 18 after the BLAST#.BRDYC# of the Pentium processor write-back 
cycle. If HITM# would be sampled inactive in clock 10 then AHOLD would be deactivated 
one clock after that, i.e. in clock 11. 

Since the CPU waits for the read miss (cycle A) to be completed in order to provide the 
modified data, and the MBC waits for the memory bus to execute the pending read miss (i.e. 
82496 Cache Controller write-back has to be completed), a deadlock occurs. To avoid this 
deadlock, the 82496 Cache Controller issues BOFF# in clock 11, causing the CPU to abort the 
read miss cycle. After BOFF# is deactivated (clock 12), the CPU issues a write-back cycle 
(ADS# in clock 13) in order to flush the modified data out of the cache. The 82496 Cache 
Controller provides BRDY#s to the CPU in clocks 14-17. Note that WRARR# is activated, 
indicating to the 82491 Cache SRAM that it must write the data to the ARRAY. With the 
BLAST#.BRDYC#, the 82496 Cache Controller activates CDTS# (clock 17) indicating to the 
MBC that data is available in the snoop buffer. 
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The CPU does not guarantee that the same cycle which was aborted will be issued after 
completing the inquire sequence. Thus, BLEC# is activated together with the BOFF# (clock 
11). BLEC# is deactivated again (clock 20) after sampling the re-issued (in this example) 
ADS# in clock 19. 

After the Pentium processor write-back has completed (clock 17), the CPU issues (in this 
example, re-issues) the read miss cycle (clock 19). In clock 21 the MBC activates CRDY# 
indicating the 82496 Cache Controller the completion of the write-back cycle on the memory 
bus. As a result, the 82496 Cache Controller deactivates SNPBSY# (clock 22) and issues the 
pending read miss cycle (activates CADS#, CDTS# in clock 22). 
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6.5. 1/0 CYCLES 
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Figure 6-10. 1/0 Cycles 
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Figure 6-10 illustrates I/O write (cycle A) and read (cycle B) accesses. An I/O write is the only 
write cycle that is not posted by the 82496 Cache Controller, i.e. the cycle is not fully acknowl­
edged to the CPU until it is completed on the memory bus. 

In clock 1, the Pentium processor issues an ADS# of an I/O write cycle. In clock 3 the 82496 
Cache Controller issues CADS# (also CDTS#) with all cycle control signals. RDYSRC is high 
indicating the MBC to supply BRDY#s to the CPU. The MBC activates BRDY# (clock 8) to 
both the 82496 Cache Controller and the CPU. CRDY# is activated in clock 9 indicating to the 
82496 Cache Controller the completion of the cycle on the memory bus. The 82496 Cache 
Controller can pipeline I/O cycles, i.e CNA# is recognized during all I/O cycles. Note that 
BLEC# is activated either after CNA# (cycle A, clock 7), or after CRDY# (cycle B, clock 14). 

In clock 4, the CPU issues an ADS# of an I/O read cycle. This cycle is similar to non­
cacheable read miss cycles with burst length = 1, i.e CACHE# is high. Upon completing the 
access on the memory bus, the MBC activates BRDY# (since RDYSRC is high) and CRDY#. 
Note that BRDY# of a cycle may come before (cycle A), with (cycle B), or after the CRDY# 
of the same cycle. 
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CHAPTER 7 
ELECTRICAL SPECIFICATIONS 

7.1. POWER AND GROUND 
For clean on-chip power distribution, the Pentium processor has 50 Vcc (power) and 49 Vss 
(ground) inputs. The 82496 cache controller has 56 Vcc (power) and 67 Vss (ground) inputs 
and the 82491 cache SRAM has 9 Vcc (power) and 9 Vss (ground) inputs. Power and ground 
connections must be made to all external Vcc and Vss pins of the Pentium processor, 82496 
cache controller, and 82491 cache SRAM. On the circuit board, all Vcc pins must be 
connected to a V cc plane. All V ss pins must be connected to a V ss plane. 

7.2. DECOUPLING RECOMMENDATIONS 
Liberal decoupling capacitance should be placed near the Pentium processor and 82496 cache 
controller/82491 cache SRAM second level cache. The CPU Cache Chip Set driving its large 
address and data buses at high frequencies can cause transient power surges, particularly when 
driving large capacitive loads. 

Low inductance capacitors (i.e. surface mount capacitors) and interconnects are recommended 
for best high frequency electrical performance. Inductance can be reduced by connecting 
capacitors directly to the Vcc and Vss planes, with minimal trace length between the 
component pads and vias to the plane. Capacitors specifically for PGA packages are also 
commercially available. 

These capacitors should be evenly distributed among each component. Capacitor values should 
be chosen to ensure they eliminate both low and high frequency noise components. 

7.3. CONNECTION SPECIFICATIONS 
All NC pins must remain unconnected. 

For reliable operation, always connect unused inputs to an appropriate signal level. Unused 
active low inputs should be connected to Vcc. Unused active high inputs should be connected 
to ground. 

7.4. MAXIMUM RATINGS 
Table 7-1 is a stress rating only. Functional operation at the maximums is not guaranteed. 
Functional operating conditions are given in the A.C. and D.C. specification tables. 

Extended exposure to the maximum ratings may affect device reliability. Furthermore, 
although the Pentium processor, 82496 cache controller, and 82491 cache SRAM contain 
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" protective circuitry to resist damage from static electric discharge, always take precautions to 
avoid high static voltages or electric fields. 

Table 7-1. Absolute Maximum Ratings 

Case temperature under bias. -65°C to 11 DoC 

Storage temperature -65°C to 150°C 

Voltage on any pin with respect to ground -0.5 Vee to Vee + 0.5 (V) 

Supply voltage with respect to Vss -0.5V to +6.5V 

7.5. D.C. SPECIFICATIONS 
Table 7-2 lists the D.C. specifications associated with the CPU Cache Chip Set. 
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Table 7-2. D.C. Specifications 

Legend· PP=Pentiurn™ Processor CC=82496 Cache Controller CS-82491 Cache SRAM , , -

Vee = 5V ± 5%, TeASE = Oto +85·C 

Symbol Parameter Min Max Unit Notes 

VIL Input Low Voltage -0.3 +0.8 V TTL Level (6) (15) 

VIH Input High Voltage 2.0 Vcc+0.3 V TTL Level (6) (15) 

VOL Output Low Voltage 0.45 V TTL Level (1) (6) 

VOH Output High Voltage 2.4 V TTL Level (2) (6) 

Icc Power Supply Current 3200 rnA PP 66 MHz (7) (12) 
2910 PP 60 MHz (13) 
900 CC 66MHz (7), (4) 
850 CC 60 MHz (7) (4) 
400 CS 66 MHz (3), (9) 
365 CS 60 MHz (3) (9) 

III Input Leakage Current ±15 uA Os. VIN s. Vee (8) 

ILO Output Leakage Current ±15 uA Os. VOUT s. Vee (8) 
Tristate 

IlL Input Leakage Current -400 uA VIN = 0.45V, (5) 

IIH Input Leakage Current 200 uA VIN = 2.4V, (10) 

CIN Input Capacitance 15 pF PP, (11) (14) 
11 pF CC, (11) (14) 
5 pF CS, (11)(14) 

Co Output Capacitance 20 pF PP, (11) (14) 
22 pF CC, (11) (14) 
-- pF CS, (11) (14) 

CliO I/O Capacitance 25 pF PP, (11) (14) 
17 pF CC, (11) (14) 
10 pF CS, (11) (14) 

CeLK CLK Input Capacitance 7 pF PP, (11) (14) 
7 pF CC, (11) (14) 
7 pF CS, (11) (14) 

CTIN Test Input Capacitance 15 pF PP, (11) (14) 
9 pF CC, (11) (14) 
5 pF CS, (11) (14) 

CTOUT Test Output Capacitance 15 pF PP, (11) (14) 
14 pF CC, (11) (14) 
7 pF CS, (11) (14) 

CTCK Test Clock Capacitance 7 pF PP, (11) (14) 
9 pF CC, (11) (14) 
5 pF CS, (11) (14) 
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NOTES: 

(1) Parameter measured at 4mA load. 

For MCFA6-MCFAO, MSET10-MSETO, MTAG11-MTAGO, and MBT3-0, this parameter is measured at 
12 mA load. 

(2) Parameter measured at 1 mA . 

For MCFA6-MCFAO, MSET10-MSETO, MTAG11-MTAGO, and MBT3-0, this parameter is measured at 
2 mA load. 

(3) 82491 cache SRAM Icc may be considerably less depending on cycle mix. (For example, idle clocks 
only require approximately 75mA) 

(4) Typical 82496 cache controller Supply current is 800 mA at 66 MHz and 750 mA at 60 MHz. 

(5) This parameter is for input with pullup. 

(6) TTL levels used for external interface signals. 

(7) Worst case average Icc for a mix of test patterns. 

(8) This parameter is for input without pullup or pulldown. 

(9) Typical 82491 cache SRAM Supply current is 250 mA at 66 MHz and 230 rnA at 60 MHz, assuming a 
typical cycle mix of: 50% Read Hit - MRU Hit Burst=4, 20% Write Hit Burst=4, 30% Idle. 

(10) This parameter is for input with pulldown. 

(11) For additional granularity, refer to the I/O models. 

(12) (16 W max.) Typical Pentium processor supply current is 2600 mA (13 W) at 66 MHz. 

(13) (14.6 W max.) Typical Pentium processor supply current is 2370 mA (11.9 W) at 60 MHz. 

(14) Not 100% tested .. Guaranteed by design/characterization. 

(15) VIL min and VIH max are not 100% tested. Guaranteed by design/characterization. 

7.6. A.C. SPECIFICATIONS 

The A.c. specifications consist of two sections, Optimized and External interface 
specifications. 

7.6.1. Optimized Interface 

The optimized interface is the high-performance interconnect between the Pentium processor, 
82496 cache controller and 82491 cache SRAM. This interface is tuned for the known 
configuration options of the chip set and includes specially designed (non-standard) input and 
output buffers optimized for the defined electrical environment of each signal path. The 
specification of this interface is also non-standard; this section describes the signal flight times, 
signal quality and buffer types parameters used throughout this interface. 

The specifications that follow define the requirements of each path in the optimized interface. 
As outlined in Table 7-3 there are three classes of specifications: flight time to guarantee signal 
timing; signal quality to guarantee reliable operation; and, buffer models to specify completely 
flight time and signal quality. Tables 7-3 - 7-17 define the optimized interface for the 256 
Kbyte and 512 Kbyte configurations of the CPU-Cache Chip Set. 
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Table 7-3. Three Specification Classes, Their Purpose and the New Parameters 

Specification Class Purpose Parameters 

Flight Time Guarantee Timing Maximum Flight Time 

Signal Quality Guarantee Reliable Absolute Maximum Signal Overshoot (Undershoot) 
Operation 

Maximum Group Average Overshoot (Undershoot) 

Absolute Maximum Time Beyond the Supply 

Maximum Group Average Time Beyond the Supply 

Maximum Signal Ring·back 

Maximum Settling Time 

Buffer Models Completely Specify Cin - Input Capacitance 
Flight Time and 

Lp - Package Inductance Signal Quality 

Cp - Package Capacitance 

dV/dt - Voltage source rate of change 

Ro - Output impedance 

Co - Output Capacitance 

7.6.1.1. FLIGHT TIME SPECIFICATION 

The frrst new parameter is flight time. Flight time is the difference in output delay measured 
between a loaded and an unloaded output buffer. 

The most straight forward definition of flight time is the time difference between the loaded 
and unloaded output signals at the 50% Vcc voltage level as illustrated in Figure 7-1 (50% Vcc 
is the normal CMOS switching threshold. The loaded delay must be measured at the last 
receiver to cross this threshold). This delay is called the 50% delay time. 

Unfortunately, it is also necessary to measure delays to the 65% Vcc voltage level (or 35% Vcc 
for falling transitions). This is due to differences between waveforms generated in the actual 
system and for an unloaded buffer, which are caused by the transmission line nature of the 
system environment. Delays measured to the 65% Vcc level must be extrapolated back to the 
50% Vcc level using a line with a IVins slope(i.e. subtract 0.75 ns when Vcc=5V), as shown in 
Figure 7-2. This delay is called the 65% delay time. 

Flight time is defined as the greater of the 50% delay or that obtained by extrapolation 
from the 65 % delay. 
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65% Vee 

50% Vee 

35% Vee 

~s ~ ______ ~ ________________________________________ ~ 

Time 

CDB10 

Figure 7-1. Determination of Flight Time 

Figure 7-1 shows detennination of flight time based on the 50% V cc level measurement of a 0 
pF load output with reference to the 50% Vcc level of at the receiver pin. The 50% Vcc to 65% 
V cc rise time is faster than 1 volt/nsee in this example. 
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Vss L.._.....,j ______________________ ~. 
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Figure 7-2. Derating the Flight Time 

In a system environment it will not usually be possible to measure the delay of an unloaded 
driver. Figure 7-3 shows the method for measuring flight time in a system environment. As 
shown, the voltage measured at the pin of the loaded driver will have a ledge near the center of 
the transition. According to Transmission Line Theory, the time required to reach half the 
voltage level of the ledge is equivalent to the time required for an unloaded driver to reach the 
50% Vcc level. The oscillation (if any) seen at the ledge defines the measurement uncertainty 
for this technique. 

To measure flight time via this technique, first measure the maximum and minimum voltages 
of the ledge and take the average of these two values, (Vmax + Vmin) / 2, to arrive at the ledge 
voltage. Finally, divide the ledge voltage by two, (Vmax + Vmin) /4. The result is the voltage 
level that approximately corresponds to the point in time at which an unloaded driver's signal 
would reach the 50% V cc level. The flight time is determined by measuring the difference in 
time between the (Vmax + Vmin) /4 point and the extrapolated 50% point on the receiver. The 
uncertainty of this technique is the time difference between the Vmin/2 and Vmax/2 points. 
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Signal Level 
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Figure 7-3. In-System Measurement of Flight Time 
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Table 7-4 describes the maximum flight time and clock skew specifications. Tables 7-5 to 
Table 7-16 list the flight time and maximum clock skew specifications for each driver-receiver 
network in the optimized interface. For each net, the driver first order output buffer model type 
and receiver input buffer model type are also listed. Some signals have two buffer types listed 
in the "Driver Buffer Type" column. These are the signals whose buffer type is selected using 
BUSCHK# (Pentium processor) and CLDRV (82496 cache controller) as described in section 
4.5. The first entry corresponds to driving these configuration signals HIGH during reset and 
the second to driving them LOW. Tables 7-5 to 7-8 list the flight time and clock skew for the 
66 MHz 256K byte CPU Cache Chip Set. Tables 7-9 to 7-12 list the flight time and clock skew 
for the 60 MHz 256K byte CPU Cache Chip Set. Tables 7-13 to 7-16 list the flight time and 
clock skew for the 60 MHz 512K byte CPU Cache Chip Set. 

Table 7-4. Description of Maximum Flight Time and Clock Skew 

Parameter Description 

Maximum Flight Time Maximum time delay for a signal to reach the receiving component 
referenced from the driving component's pin, when the driver is unloaded. It 
includes the time to traverse the PC board trace and any added output delay 
on the output buffer due to the trace and receiving component loading and is 
dependent on rise time at the receiving component. 

Maximum Clock Skew Maximum clock skew is the difference in time of the clock signal arriving at 
different components. It is measured at O.8V, 1.5V, and 2.0V. 
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7.6.1.1.1. 66-MHz 256-Kbyte Flight Times 

Table 7-5. Signal Group: CPU to Cache RAM (CPU-CRAM) (66 MHz 256 Kbyte Version) 

Legend· PP=Pentium™ Processor CC=82496 Cache Controller CS=82491 Cache SRAM , , 

Max Min Max 
CLKSkew Flight Time Flight Time Driver Receiver 

Driver Receiver (n5) (n5) (n5) Buffer Type Buffer Type 

PP 00-063 CS COATAO-7 0.7 1.0 2.2 ZD2 ZR10 

PP OPO-7 CS COATAO-3 0.7 1.0 2.2 Z02 ZR10 

CS COATAO-7 PP 00-063 0.7 1.0 2.2 Z010 ZR4 

CS COATAO-3 PP OPO-7 0.7 1.0 2.2 Z010 ZR4 

I 7-9 



ELECTRICAL SPECIFICATIONS 

Table 7-6. Signal Group: CPU to Cache (CPU-Cache) (66 MHz 256 Kbyte Version) 

Legend· PP=Pentium™ Processor CC=S2496 Cache Controller CS=S2491 Cache SRAM , , 

Max Max 
CLKSkew Flight Time Driver Buffer Receiver 

Driver Receiver (ns) (n5) Type Buffer Type 

PP A3-A4 CC CFAO-1 0.2 2.S ZD6/ZD6a ZRS 

PP A5 CC CFA6 0.2 2.S ZD6/ZD6a ZRS 

PP A6-A16 CC SETO-1O 0.2 2.S ZD6/ZD6a ZRS 

PP A3-A16 CS A2-A15 0.7 2.S ZD6/ZD6a ZR9 

CC CFAO-1 PP A3-A4 0.2 9.5 ZD7 ZR6 

CC CFA6 PPA5 0.2 9.5 ZD7 ZR6 

CC SETO-10 PP A6-A16 0.2 9.5 ZD7 ZR6 

CC CFAO-1 CS A2-A3 0.7 9.5 ZD7 ZR9 

CC CFA6 CSA4 0.7 9.5 ZD7 ZR9 

CC SETO-1O CS A5-A15 0.7 9.5 ZD7 ZR9 

PP W/R# CCW/R# 0.2 3.0 ZD5/ZD5a ZR7 

PP W/R# CS W/R# 0.7 3.3 ZD5/ZD5a ZR9 

PP HITM# CC HITM# 0.2 3.0 ZD5/ZD5a ZR7 

PP HITM# CS HITM# 0.7 3.2 ZD5/ZD5a ZR9 

PP ADS# CSADS# 0.7 2.7 ZD5/ZD5a ZR9 

PP BEO-7# CSBE# 0.7 2.3 ZD1 ZR9 

PP BEO-7# CS CDATA4-7 0.7 2.3 ZD1 ZR10 
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Table 7-7. Signal Group: CPU to Cache Controller (CPU-CCTL) 
(66 MHz 256 Kbyte Version) 

Legend: PP=Pentium™ Processor, CC=82496 Cache Controller, CS=82491 Cache SRAM 

Max Max 
CLKSkew Flight Time Driver Buffer Receiver 

Driver Receiver (ns) (ns) Type Buffer Type 

PP A17-A20 CC TAGO-3 0.2 1.7 Z06/Z06a ZR8 

PP A21-A28 CC TAG4-11 0.2 1.7 Z03 ZR8 

PP A29-A31 CC CFA2-4 0.2 1.7 Z03 ZR8 

PP BTO-BT3 CC BTO-BT3 0.2 1.7 Z03 ZR8 

CC TAGO-3 PP A17-A20 0.2 3.2 Z07 ZR6 

CC TAG4-11 PP A21-A28 0.2 3.2 Z07 ZR5 

CCAP PPAP 0.2 2.7 Z07 ZR3 

CC CFA2-4 PP A29-A31 0.2 3.2 Z07 ZR5 

CC BTO-BT3 PP BTO-BT3 0.2 3.2 Z07 ZR5 

PPAP CCAP 0.2 1.6 Z04 ZR8 

PP SCYC CC SCYC 0.2 1.6 Z01 ZR7 

PPPWT CCPWT 0.2 1.6 Z01 ZR7 

PP PCO CCPCO 0.2 1.6 Z01 ZR7 

PP M/IO# CC M/IO# 0.2 1.6 Z01 ZR7 

PP O/C# CC O/C# 0.2 1.4 Z01 ZR7 

PP LOCK# CC LOCK# 0.2 1.6 Z01 ZR7 

PP CACHE# CC CACHE# 0.2 1.6 Z01 ZR7 

PPAOSC# CCAOS# 0.2 1.5 Z01 ZR7a 

CCAHOLO PPAHOLO 0.2 1.7 Z08 ZR1 

CC EAOS# PP EAOS# 0.2 1.7 Z08 ZR1 

CC KEN# PP KEN# 0.2 1.7 Z08 ZR1 

CC BROYC1# PP BROYC# 0.2 1.6 Z08 ZR2 

CCWBWT# PPWBWT# 0.2 1.7 Z08' ZR1 

CCINV PPINV 0.2 1.7 Z08 ZR1a 

CCNA# PP NA# 0.2 1.7 Z08' ZR1 

CC EWBE# PP EWBE# 0.2 1.7 Z08 ZR1 
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Table 7-8. Signal Group: Cache Controller to Cache RAM (CCTL-CRAM) 
(66 MHz 256 Kbyte Version) 

Legend· PP=Pentium™ Processor CC=82496 Cache Controller CS=82491 Cache SRAM , , 

Max Max 
CLKSkew Flight Time Driver Buffer Receiver 

Driver Receiver (n5) (n5) Type Buffer Type 

CC BOFF# PP BOFF# 0.2 3.0 ZD9/ZD9a ZR1 

CC BOFF# CS BOFF# 0.7 3.0 ZD9/ZD9a ZR9 

CC BLAST# CS BLAST# 0.7 2.5 ZD9/ZD9a ZR9 

CCWRARR# CS WRARR# 0.7 2.5 ZD9/ZD9a ZR9 

CCWAY CSWAY 0.7 2.7 ZD9/ZD9a ZR9 

CCMCYC# CS MCYC# 0.7 2.7 ZD9/ZD9a ZR9 

CCMAWEA# CSMAWEA# 0.7 2.7 ZD9/ZD9a ZR9 

CC BUS# CS BUS# 0.7 2.7 ZD9/ZD9a ZR9 

CCWBA CSWBA 0.7 2.? ZD9/ZD9a ZR9 

CCWBWE# CSWBWE# 0.7 2.7 ZD9/ZD9a ZR9 

CCWBTYP CS WBTYP 0.7 2.7 ZD9/ZD9a ZR9 

CC BRDYC2# CS BRDYC# 0.7 2.5 ZD9/ZD9a ZR9 

CC BLEC# CS BLEC# 0.7 2.5 ZD9/ZD9a ZR9 

7.6.1.1.2. 60-MHz 256-Kbyte Flight Times 

Table 7-9. Signal Group: CPU to Cache RAM (CPU-CRAM) (60 MHz 256 Kbyte Version) 

Legend· PP=Pentium™ Processor CC=82496 Cache Controller CS=82491 Cache SRAM , 

Max Min Max 
CLKSkew Flight Time Flight Time Driver Receiver 

Driver Receiver (n5) (n5) (n5) Buffer Type Buffer Type 

PP DO-D63 CS CDATAO-7 0.8 1.0 2.7 ZD2 ZR10 

PP DPO-? CS CDATAO-3 0.8 1.0 2.7 ZD2 ZR10 

CSCDATAO-7 PP DO-D63 0.8 1.0 2.7 ZD10 ZR4 

CSCDATAO-3 PP DPO-7 0.8 1.0 2.7 ZD10 ZR4 

7-12 I 



ELECTRICAL SPECIFICATIONS 

Table 7·10. Signal Group: CPU to Cache (CPU·Cache) (60 MHz 256 Kbyte Version) 

Legend: PP=Pentium™ Processor, CC=S2496 Cache Controller, CS=S2491 Cache SRAM 

Max Max 
CLKSkew Flight Time Driver Buffer Receiver 

Driver Receiver (ns) (ns) Type Buffer Type 

PPA3-A4 CC CFAO-1 0.3 3.3 ZD6/ZD6a ZRS 

PPAS CCCFA6 0.3 3.3 ZD6!ZD6a ZRS 

PP A6-A16 CC SETO-10 0.3 3.3 ZD6/ZD6a ZRS 

PP A3-A16 CS A2-A15 O.S 3.3 ZD6/ZD6a ZR9 

CC CFAO-1 PPA3-A4 0.3 10 ZD7 ZR6 

CCCFA6 PPAS 0.3 10 ZD7 ZR6 

CC SETO-10 PP A6-A16 0.3 10 ZD7 ZR6 

CC CFAO-1 CSA2-A3 O.S 10 ZD7 ZR9 

CCCFA6 CSA4 O.S 10 ZD7 ZR9 

CC SETO-10 CS AS-A1S O.S 10 ZD7 ZR9 

PPW/R# CCW/R# 0.3 3.S ZDS!ZDSa ZR7 

PPW/R# CSW/R# O.S 3.S ZDS/ZDSa ZR9 

PP HITM# CC HITM# 0.3 3.5 ZDS/ZDSa ZR7 

PP HITM# CS HITM# O.S 3.7 ZDS/ZDSa ZR9 

PPADS# CSADS# O.S 3.2 ZDS/ZDSa ZR9 

PP BEO-7# CSBE# O.S 2.S ZD1 ZR9 

PP BEO-7# CS CDATA4-7 O.S 2.S ZD1 ZR10 
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Table 7·11. Signal Group: CPU to Cache Controller (CPU·CCll) 
(60 MHz 256 Kbyte Version) 

L d PP P egen : = entlum TM P rocessor, CC 82496 C h C = ac e ontro er, CS 82491 C h SRAM = ac e 

Max Max 
CLKSkew Flight Time Driver Buffer 

Driver Receiver (ns) (ns) Type 

PP A17-A20 CCTAGO-3 0.3 2.2 Z06/Z06a 

PP A21-A28 CC TAG4-11 0.3 2.2 Z03 

PP A29-A31 CC CFA2-4 0.3 2.2 Z03 

PP BTO-BT3 CC BTO-BT3 0.3 2.2 Z03 

CCTAGO-3 PP A17-A20 0.3 3.7 Z07 

CC TAG4-11 PP A21-A28 0.3 3.7 Z07 

CCAP PPAP 0.3 3.2 Z07 

CCCFA2-4 PP A29-A31 0.3 3.7 Z07 

CC BTO-BT3 PP BTO-BT3 0.3 3.7 Z07 

PPAP CCAP 0.3 2.1 Z04 

PPSCYC CCSCYC 0.3 2.1 Z01 

PPPWT CCPWT 0.3 2.1 Z01 

PPPCO CCPCO 0.3 2.1 Z01 

PP M/IO# CC M/IO# 0.3 2.1 Z01 

PP O/C# CC O/C# 0.3 1.9 Z01 

PPLOCK# CC LOCK# 0.3 2.1 Z01 

PPCACHE# CCCACHE# 0.3 2.1 Z01 

PPAOSC# CCAOS# 0.3 2.0 Z01 

CCAHOLO PPAHOLO 0.3 2.2 Z08 

CC EAOS# PP EAOS# 0.3 2.2 Z08 

CCKEN# PP KEN# 0.3 2.2 Z08 

CCBROYC1# PP BROYC# 0.3 2.1 Z08 

CCWBWT# PPWBWT# 0.3 2.2 Z08' 

CCINV PP INV 0.3 2.2 Z08 

CCNA# PP NA# 0.3 2.2 Z08' 

CC EWBE# PP EWBE# 0.3 2.2 Z08 
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ELECTRICAL SPECIFICATIONS 

Table 7-12. Signal Group: Cache Controller to Cache RAM (CCTL-CRAM) 
(60 MHz 256 Kbyte Version) 

Legend' PP=Pentium™ Processor CC=82496 Cache Controller CS=82491 Cache SRAM , , 

Max Max 
CLKSkew Flight Time Driver Buffer Receiver 

Driver Receiver (n8) (n8) Type Buffer Type 

CC BOFF# PP BOFF# 0.3 3.5 Z09/Z09a ZR1 

CC BOFF# CS BOFF# 0.8 3.5 Z09/Z09a ZR9 

CC BLAST# CS BLAST# 0.8 3.0 Z09/Z09a ZR9 

CCWRARR# CSWRARR# 0.8 3.0 Z09/Z09a ZR9 

CCWAY CSWAY 0.8 3.2 Z09/Z09a ZR9 

CC MCYC# CS MCYC# 0.8 3.2 Z09/Z09a ZR9 

CC MAWEA# CSMAWEA# 0.8 3.2 Z09/ZD9a ZR9 

CC BUS# CS BUS# 0.8 3.2 Z09/ZD9a ZR9 

CCWBA CSWBA 0.8 3.2 Z09/ZD9a ZR9 

CCWBWE# CSWBWE# 0.8 3.2 Z09/ZD9a ZR9 

CCWBTYP CS WBTYP 0.8 3.2 Z09/ZD9a ZR9 

CC BROYC2# CS BROYC# 0.8 3.0 Z09/ZD9a ZR9 

CC BLEC# CS BLEC# 0.8 3.0 Z09/ZD9a ZR9 

7.S.1.1.3. SO-MHz 512-Kbyte Flight Times 

Table 7-13 to Table 7-16 list the flight time and clock skew for the 60 MHz 5I2K byte CPU 
Cache Chip Set. Note the maximum frequency of the 5I2K chip set is 60 MHz. All external 
interface specifications remain unchanged except for the maximum frequency. 

Table 7-13. Signal Group: CPU to Cache RAM (CPU-CRAM) (60 MHz 512 Kbyte Version) 

Legend' PP=Pentium™ Processor CC=82496 Cache Controller CS=82491 Cache SRAM , , 

Max Min Max 
CLKSkew Flight Time Flight Time Driver Receiver 

Driver Receiver (n8) (n8) (n8) Buffer Type Buffer Type 

PP 00-063 CS CDATAO-3 0.8 1.0 2.7 ZD2 ZR10 

PP OPO-7 CS CDATAO-3 0.8 1.0 2.7 Z02 ZR10 

CS COATAO-3 PP 00-063 0.8 1.0 2.7 ZD10 ZR4 

CS CDATAO-3 PP DPO-7 0.8 1.0 2.7 Z010 ZR4 
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Table 7-14. Signal Group: CPU to Cache (CPU-Cache) (60 MHz 512 Kbyte Version) 

Legend' PP=Pentium™ Processor, CC=B2496 Cache Controller CS=B2491 Cache SRAM 

Max Max 
CLKSkew Flight Time Driver Buffer Receiver 

Driver Receiver (ns) (ns) Type Buffer Type 

PP A3-A4 CC CFAO-1 0.3 3.3 Z06/Z06a ZRB 

PP A5-A6 CC CFA5-6 0.3 3.3 Z06/Z06a ZRB 

PPA7-A17 CC SETO-10 0.3 3.3 Z06/Z06a ZRB 

PP A3-A17 CS A1-A15 O.B 3.3 Z06/Z06a ZR9 

CC CFAO-1 PP A3-A4 0.3 10.6 Z07 ZR6 

CC CFA5-6 PP A5-A6 0.3 10.6 Z07 ZR6 

CC SETO-10 PPA7-A17 0.3 10.6 Z07 ZR6 

CC CFAO-1 CS A1-A2 O.B 10.6 Z07 ZR9 

CC CFA5-6 CSA3-A4 O.B 10.6 Z07 ZR9 

CC SETO-10 CS A5-A15 O.B 10.6 Z07 ZR9 

PPW/R# CCW/R# 0.3 3.9 Z05/Z05a ZR7 

PP W/R# CS W/R# O.B 4.0 Z05/Z05a ZR9 

PP HITM# CC HITM# 0.3 3.B Z05/Z05a ZR7 

PP HITM# CS HITM# O.B 3.9 Z05/Z05a ZR9 

PP AOS# CSAOS# O.B 3.2 Z05/Z05a ZR9 

PP BEO-7# CSBE# O.B 2.B Z01 ZR9 

PP BEO-7# CS COATA4-7 O.B 2.B Z01 ZR10 
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Table 7-15. Signal Group: CPU to Cache Controller (CPU-CCTL) 
(60 MHz 512 Kbyte Version) 

Legend' PP-Pentium™ Processor CC-S2496 Cache Controller CS-S2491 Cache SRAM - - , -

Max Max 
CLKSkew Flight Time Driver Buffer Receiver 

Driver Receiver (ns) (ns) Type Buffer Type 

PP A1S-A21 CC TAGO-3 0.3 2.2 lO61l06a lRB 

PP A22-A29 CC TAG4-11 0.3 2.2 lO3 lRS 

PP A30-A31 CC CFA2-3 0.3 2.2 lO3 lRB 

PP BTO-BT3 CC BTO-BT3 0.3 2.2 lO3 lRS 

CC TAGO-3 PP A1S-A21 0.3 3.7 lO7 lR6 

CC TAG4-11 PP A22-A29 0.3 3.7 lO7 lR5 

CCAP PPAP 0.3 3.2 lO7 lR3 

CC CFA2-3 PP A30-A31 0.3 3.7 lO7 lR5 

CC BTO-BT3 PP BTO-BT3 0.3 3.7 lO7 lR5 

PPAP CCAP 0.3 2.1 lO4 lRS 

PP SCYC CC SCYC 0.3 2.1 lO1 lR7 

PP PWT CCPWT 0.3 2.1 lO1 lR7 

PP PCO CC PCO 0.3 2.1 lO1 lR7 

PP M/IO# CC M/IO# 0.3 2.1 lO1 lR7 

PP O/C# CC O/C# 0.3 1.9 lO1 lR7 

PP LOCK# CC LOCK# 0.3 2.1 lO1 lR7 

PP CACHE# CCCACHE# 0.3 2.1 lO1 lR7 

PPAOSC# CCAOS# 0.3 2.0 lO1 lR7a 

CCAHOLO PPAHOLD 0.3 2.2 lOS lR1 

CC EAOS# PP EAOS# 0.3 2.2 lOS lR1 

CC KEN# PP KEN# 0.3 2.2 lOS lR1 

CC BROYC1# PP BROYC# 0.3 2.1 lOS lR2 

CCWBWT# PPWBWT# 0.3 2.2 lOS' lR1 

CCINV PPINV 0.3 2.2 lOS lR1a 

CCNA# PPNA# 0.3 2.2 lOB' lR1 

CC EWBE# PP EWBE# 0.3 2.2 lOB lR1 

I 7-17 



ELECTRICAL SPECIFICATIONS 

Table 7-16. Signal Group: Cache Controller to Cache RAM (CCTL-CRAM) 
(60 MHz 512 Kbyte Version) 

Legend' PP=Pentium™ Processor CC=82496 Cache Controller CS=82491 Cache SRAM , , 

Max Max 
CLKSkew Flight Time Driver Buffer Receiver 

Driver Receiver (ns) (ns) Type Buffer Type 

CC BOFF# PP BOFF# 0.3 3.7 lO9/l09a lR1 

CC BOFF# CS BOFF# 0.8 3.7 lO9/l09a ZR9 

CC BLAST# CS BLAST# 0.8 3.0 Z09/Z09a ZR9 

CCWRARR# CSWRARR# 0.8 3.0 Z09/l09a lR9 

CCWAY CSWAY 0.8 3.2 lO9/l09a ZR9 

CCMCYC# CS MCYC# 0.8 3.2 lO9/l0ga ZR9 

CCMAWEA# CSMAWEA# 0.8 3.2 Z09/Z09a lR9 

CC BUS# CS BUS# 0.8 3.2 lO9/l09a ZR9 

CCWBA CSWBA 0.8 3.2 Z09/Z09a ZR9 

CCWBWE# CSWBWE# 0.8 3.2 Z09/Z09a lR9 

CCWBTYP CSWBTYP 0.8 3.2 Z09/Z09a ZR9 

CC BROYC2# CS BROYC# 0.8 3.0 lO9/l09a ZR9 

CCBLEC# CS BLEC# 0.8 3.0 Z09/Z09a lR9 

7.6.1.2. SIGNAL QUALITY 

Acceptable signal quality must be maintained over all operating conditions. Figure 7-4 
illustrates the parameters used to verify acceptable signal quality. Table 7-17 describes each of 
these parameters. 
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ELECTRICAL SPECIFICATIONS 
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Vss ~ ________________________________________________ ~~ 

Time 

eDB73 

Figure 7-4. Driver and Receiver Signal Waveforms Showing Signal Quality Parameters 

Beyond the absolute maximum values shown in Figure 7-4, each of the four signal groups 
defined by Tables 7-5 to 7-16 in the CPU-Cache Chip Set optimized interlace must meet a 
maximum group average for Overshoot (Undershoot) and Time Beyond the Supply. Maximum 
group average overshoot (undershoot) is the numeric average of the maximum signal 
overshoot (undershoot) for each signal within the signal group. Maximum group average Time 
Beyond the Supply is the numeric average ofthe Maximum Time Beyond the Supply for each 
signal within the signal group. 

Group average is calculated assuming one component is driving the line. For example the 
CPU-CRAM group includes the data bus between the Pentium processor and 82491 cache 
SRAM. The averages should be calculated assuming the Pentium processor is driving the data 
bus. A second average is calculated assuming the 82491 cache SRAM is driving. Both must be 
less than the specified limit. 

Since the maximum value for signal overshoot and undershoot will be limited by the 
component's ESD diodes, both the absolute and group average specifications for overshoot and 
undershoot must be met under the simulation conditions described by Tables 7-5 to 7-17. 
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Table 7-17. Specifications for Signal Quality 

Parameter Description Group Specification 

Absolute Absolute value of the maximum voltage at the re- NA 3.0 Volts 
Maximum Signal ceiving pin above Vcc (or below Vss) relative to 
Overshoot Vcc (or Vss) level. (Assumes input diodes are not 
(Undershoot) present.) 

Absolute Maximum time a signal may exceed Vcc (or Vss). NA 6ns 
Maximum Time Time beyond supply can be ignored if the over-
Beyond the shoot is less than 0.5 volts. 
Supply 

Maximum Signal Absolute value of the maximum voltage at the re- NA 65% Vcc Volts 
Ring-back ceiving pin below Vcc (or above Vss) relative to (low to high) 

Vcc (or Vss) level after the signal has reached its 
35% Vcc Volts maximum voltage level. 
(high to low) 

Maximum Settling Total time required for a signal to settle within 10% NA 12.5 nsec 
Time of its final value referenced from the unloaded 

driver's initial crossing of the 50% level. 

Maximum Group The maximum numeric average of the CPU-CRAM 1.5 Volt 
Average signal overshoot (undershoot) for all CPU-Cache 2.5 Volt 
Overshoot signals within a signal group. CPU-CCTL 1.5 Volt 
(Undershoot) CCTL-CRAM 2.5 Volt 

Maximum Group The maximum numeric average of the CPU-CRAM 3.0ns 
Average Time time a signal may exceed Vcc (or Vss) CPU-Cache 4.5ns 
Beyond Supply for all signals within a signal group. CPU-CCTL 3.0ns 

(Signals whose overshoot is less than 0.5V should CCTL-CRAM 4.5ns 
be ignored in calculating this average.) 

7.6.2. External Interface 

The external interface is the interface between the chip set components and the memory bus 
controller, memory address bus, and memory data bus. Intel supplies buffer models for this 
interface to aid system designers simulation of this section of their design. Unlike the 
optimized interface, Intel supplies the A.c. specifications of output valid delay and input setup 
and hold times. 

Tables 7-18 to 7-21 list the 66 MHz A.c. specifications and Tables 7-22 to 7-25 list the 60 
MHz A.C. specifications associated with the chip set's external interface signals. 

All timings are referenced to 1.5 volts for both "0" and "I" logic levels unless otherwise 
specified. Within the sampling window, a synchronous input must be stable for correct 
Pentium processor, 82496 cache controller, and 82491 cache SRAM operation. 

Care should be taken to read all notes associated with a particular timing parameter. In 
addition, the following list of notes apply to the timing specification tables in general and are 
not associated with anyone timing. They are 6, 13, 14, 15,37,47,48, and 50. 

7-20 I 



i ntel ® ELECTRICAL SPECIFICATIONS 

7.6.2.1. 66 MHz A.C. SPECIFICATIONS 

Table 7-18. 66 MHz CPU Cache Chip Set Common Timings 

Vee = 5 V +/- 5%, Tease = 0 to 85 °C, Cl = 0 pF 

Symbol Parameter Min Max Unit Fig. Notes 

t1 ClK Frequency 33.33 66.66 MHz 1 X clock, (1), (49) 

t2 ClK Period 15 30 ns 7.5 

t3 ClK High Time 4 ns 7.5 (2) 

t4 ClK low Time 4 ns 7.5 (3) 

t5 ClK Rise Time 0.15 1.5 ns 7.5 (4) 

t6 ClK Fall Time 0.15 1.5 ns 7.5 (4) 

t7 ClK Stability +/- pS (18), (19), (20), (21) 
250 

t8 RESET, INIT Setup Time 6 ns 7.9 To guarantee rec-
ognition on a given 
ClK edge. (16), 
(17) 

t9 RESET, INIT Hold Time 1.5 ns 7.9 To guarantee rec-
ognition on a given 
ClKedge. 

t10 RESET Pulse Width, ClK and Vcc Stable 15 ClKs 7.9 (11), (17) 

t11 INIT Pulse Width, Async. 2 ClKs To guarantee asyn-
chronous recogni-
tion. 

t12 INIT Pulse Width, ClK and Vcc Stable 1 ClKs 

t13 RESET Active After ClK and Vcc Stable 1 ms 7.9 Power Up (11), (12) 

t20 TCK Frequency -- 16 MHz 

t21 TCK Period 62.5 ns 7.5 

t22 TCK High Time 25 ns 7.5 (2) 

t23 TCKlowTime 25 ns 7.5 (3) 

t24 TCK Rise Time 5 ns 7.5 (9), (4) 

t25 TCK Fall Time 5 ns 7.5 (9), (4) 
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Table 7-18. 66 MHz CPU Cache Chip Set Common Timings (Contd.) 

Vee = 5 V +/- 5%, Tease = 0 to 85 °C, CL = 0 pF 

Symbol Parameter Min Max Unit Fig. Notes 

t28 TRST# Pulse Width 40 ns 7.15 (46), Asynchronous 

t29 TDI, TMS Setup Time 5 ns 7.14 (7) 

t30 TDI, TMS Hold Time 13 ns 7.14 (7) 

t31 TOO Valid Delay 3 20 ns 7.14 (8) 

t32 TOO Float Delay 25 ns 7.14 (8), (46) 

t33 All Non-Test Outputs Valid Delay 3 20 ns 7.14 (8), (10) 

t34 All Non-Test Outputs Float Delay 25 ns 7.14 (8), (10), (46) 

t35 All Non-Test Inputs Setup Time 5 ns 7.14 (7), (8) 

t36 All Non-Test Inputs Hold Time 13 ns 7.14 (7), (8) 
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Table 7-19. 66 MHz Pentium™ Processor Memory Bus Interface Timings 

legend' PP=Pentium™ Processor CC=82496 Cache Controller CS=82491 Cache SRAM , 

Vee = 5 V +1- 5%, Tease = 0 to 85 °C, Cl = 0 pF 

Symbol Parameter Min Max Unit Fig. Notes 

t40 PP reset configurations Setup Time 5 ns 7.9 

t41 PP reset configurations Hold Time 1.5 ns 7.9 

t42 PP reset configurations Setup Time 4 ClKs 7.9 
Referenced to Falling Edge of RESET 

t43 PP reset configurations Hold Time 0 ClKs 7.9 
Reference to Falling Edge of RESET 

t50 HlDA Valid Delay 1.5 8 ns 7.6 (5) 

t51 BREQ Valid Delay 1.5 8 ns 7.6 

t52 PCHK#, APCHK#, FERR#, IERR# Valid 1.5 8.3 ns 7.6 (5) 
Delay 

t53 IU, IV, IBT Valid Delay 1.5 10 ns 7.6 

t54 BPO-3, PMO-1 Valid Delay 1.5 10 ns 7.6 

t55 A20M#, FLUSH#, IGNNE#, NMI, INTR, 5 ns 7.7 (16), (17) 
Setup Time 

t56 A20M#, FlUSH#, IGNNE#, NMI, INTR, 1.5 ns 7.7 
Hold Time 

t57 A20M#, FlUSH#, IGNNE#, NMI, INTR, 2 ClKs (17) 
Pulse Width, Async 

t58 PEN#, BUSCHK# Setup Time 5 ns 7.7 

t59 PEN#, BUSCHK# Hold Time 1.5 ns 7.7 

t60 HOLD Setup Time 5 ns 7.7 

t61 HOLD Hold Time 1.5 ns 7.7 

t62 BRDY# Setup Time 5 ns 7.7 

t63 BRDY# Hold Time 1.5 ns 7.7 

t64 RIS#, SMI# Setup Time 5 ns 7.7 (16), (17) 

t65 RIS#, SMI# Hold Time 1.5 ns 7.7 

t66 RIS#, SMI# Pulse Width, Async 2 ClKs (17) 

t67 PRDY, SMIACT# Valid Delay 1.5 8 ns 7.6 
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Table 7-20. 66 MHz 82496 Cache Controller Memory Bus Interface Timings 

Vee = 5 V +/- 5%, Tease = 0 to 85 °C, CL = 0 pF 

Symbol Parameter Min Max Unit Fig. Notes 

t70 CFGO-2, ClDRV, HIGHZ#, MAlDRV, 6 ns 7.9 (12), (22), (36) 
SlFTST#, SNPMD, WWOR#, 
FlUSH#[Vcc] Setup Time 

t71 CFGO-2, ClDRV, HIGHZ#, MAlDRV, 1 ns 7.9 (12), (23), (36) 
SlFTST#, SNPMD, WWOR#, 
FlUSH#[Vcc] Hold Time 

t72 CFGO-2, ClDRV, HIGHZ#, MAlDRV, 10 ClKs 7.9 (12), (36) 
SlFTST#, SNPMD, WWOR#, 
FlUSH#[Vcc] Setup Time Referenced to 
Falling Edge of RESET 

t73 CFGO-2, ClDRV, HIGHZ#, MAlDRV, 0 ClKs 7.9 (12), (36) 
SlFTST#, SNPMD, WWOR#, 
FlUSH#[Vcc] Hold Time Referenced to 
Falling Edge of RESET 

t75 FlUSH#, SYNC# Setup Time 6 ns 7.7 (34) 

t76 FlUSH#, SYNC#, Hold Time 1 ns 7.7 (34) 

t77 FlUSH#, SYNC#, Pulse Width, Async 2 ClKs 

t80 CADS#, CDTS# Valid Delay 1.5 8.2 ns 7.6 Glitch Free 

t81 KlOCK#, MCACHE#, RDYSRC Valid 1.5 8.2 ns 7.6 KlOCK# is Glitch 
Delay Free 

t82 CW/R#, CD/C#, CMI/O# Valid Delay 1.5 8.2 ns 7.6 

t83 CPWT, CPCD, CCACHE#, CSCYC Valid 1.5 8.2 ns 7.6 
Delay 

t84 CAHOlD, CWAY, PAllC# Valid Delay 1.5 8.2 ns 7.6 

t85 FSIOUT# Valid Delay 1.5 8.2 ns 7.6 

t86 NENE#, SMlN# Valid Delay 1.5 12 ns 7.6 

t87 APERR#, IPERR#, MAPERR# Valid 1.5 8.2 ns 7.6 Glitch Free 
Delay 

t88 APIC# Valid Delay 1.5 12 ns 7.6 

t89 BlE# Valid Delay 1.5 8.2 ns 7.6 (35) 
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Table 7-20. 66 MHz 82496 Cache Controller Memory Bus Interface Timings (Contd.) 

Vee = 5 V +/- 5%, Tease = 0 to 85 °C, CL = 0 pF 

Symbol Parameter Min Max Unit Fig. Notes 

t90 MCFAO-6, MSETO-10, MTAGO-11, MAP, 1.5 11 ns 7.6 (25), (43) 
MBTO-3 Valid Delay 

t91 MCFAO-6, MSETO-10, MTAGO-11, MAP, 1.5 11 ns 7.10 (26), (43) 
MBTO-3 Valid Delay 

t92 MCFAO-6, MSETO-10, MTAGO-11, MAP, 1.5 10 ns 7.10 (27), (43) 
MBTO-3 Valid Delay 

t93 MCFAO-6, MSETO-10, MTAGO-11, MAP, 11 ns 7.10 (28), (46) 
MBTO-3 Float Delay 

t95 BRDY#, CRDY# Setup Time 6.5 ns 7.7 

t96 BRDY#, CRDY# Hold Time 1 ns 7.7 

t97 BGT#, CNA#, KWEND#, SWEND# Setup 6 ns 7.7 
Time 

t98 BGT#, CNA#, KWEND#, SWEND# Hold 1 ns 7.7 
Time 

t100 DRCTM#, MRO#, MWBIWT# Setup Time 6 ns 7.7 (24) 

t100a MKEN# Setup Time 6.5 ns 7.7 (24) 

t101 DRCTM#, MKEN#, MRO#, MWB/WT# 1 ns 7.7 (24) 
Hold Time 

1110 SNPCLK Frequency 8.3 66.66 MHz 1X clock 

t111 SNPCLK Period 15 120 ns 7.5 

t112 SNPCLK High Time 4 ns 7.5 

t113 SNPCLK Low Time 4 ns 7.5 

t114 SNPCLK Rise Time 1.5 ns 7.5 (38) 

1115 SNPCLK Fall Time 1.5 ns 7.5 (38) 

1118 SNPADS#, SNPCYC# Valid Delay 1.5 8.2 ns 7.6 Glitch Free. 

1120 MCFAO-6, MSETO-10, MTAGO-11, MAP, 6 ns 7.7 (29) 
MBTO-3 Setup Time 

t121 MCFAO-6, MSETO-10, MTAGO-11, MAP, 1 ns 7.7 (29) 
MBTO-3 Hold Time 

1122 MCFAO-6, MSETO-10, MTAGO-11, MAP, 6 ns 7.7 (30) 
MBTO-3 Setup Time 
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Table 7-20. 66 MHz 82496 Cache Controller Memory Bus Interface Timings (Contd.) 

Vee = 5 V +/- 5%, Tease = 0 to 85 °C, CL = 0 pF 

Symbol Parameter Min Max Unit Fig. Notes 

1123 MCFAO-6, MSETO-10, MTAGO-11, MAP, 1 ns 7.7 (30) 
MBTO-3 Hold Time 

1124 MCFAO-6, MSETO-10, MTAGO-11, MAP, 1 ns 7.8 (31) 
MBTO-3 Selup Time 

1125 MCFAO-6, MSETO-10, MTAGO-11, MAP, 6 ns 7.8 (31) 
MBTO-3 Hold Time 

1130 MAOE#, MBAOE#, SNPINV, SNPNCA 6 ns 7.7 (29) 
Selup Time 

1131 MAOE#, MBAOE#, SNPINV, SNPNCA 1 ns 7.7 (29) 
Hold Time 

1132 MAOE#, MBAOE#, SNPINV, SNPNCA 6 ns 7.7 (30) 
SelupTime 

1133 MAOE#, MBAOE#, SNPINV, SNPNCA 1 ns 7.7 (30) 
Hold Time 

1134 MAOE#, MBAOE#, SNPINV, SNPNCA 1 ns 7.8 (31) 
Selup Time 

1135 MAOE#, MBAOE#, SNPINV, SNPNCA 6 ns 7.8 (31) 
Hold Time 

1140 SNPSTB# Setup Time 6 ns 7.7 (29) 

t141 SNPSTB# Hold Time 1 ns 7.7 (29) 

t142 SNPSTB# Setup Time 6 ns 7.7 (30) 

t143 SNPSTB# Hold Time 1 ns 7.7 (30) 

t144 SNPSTB# Active Time 6 ns 7.16 (32) 

t145 SNPSTB# Inactive Time 6 ns 7.16 (32) 

t148 MHITM#, MTHIT#, SNPBSY# Valid Delay 1.5 10 ns 7.6 
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Table 7-21. 66 MHz 82491 Cache SRAM Memory Bus Interface Timings 

Vee = 5 V +/- 5%, Tease = 0 to 85 °C, CL = 0 pF 

Symbol Parameter Min Max Unit Fig. Notes 

t150 MDlDRV, MSTBM, MTR4/8#, MX4/8#, 5 ns 7.9 (22), (42) 
PAR# Setup Time 

. t151 MDlDRV, MSTBM, MTR4/8#, MX4/8#, 1 ns 7.9 (23), (42) 
PAR# Hold Time 

t152 MDlDRV, MSTBM, MTR4/8#, MX4/8#, 4 ClKs 7.9 (41), (42) 
PAR# Setup Time Refernced to Falling 
Edge of RESET 

t153 MDlDRV, MSTBM, MTR4/8#, MX4/8#, 0 ClKs 7.9 (41), (42) 
PAR# Hold Time Referenced to Falling 
Edge of RESET 

t155 BRDY#, CRDY# Setup Time 5 ns 7.7 

t156 BRDY#, CRDY# Hold Time 1 ns 7.7 

t160 MDATA Setup to ClK 5 ns 7.7 (44) 

(ClK before BRDY# Active) 

t161 MDATA Valid Delay From ClK 13 ns 7.6 (49) 

(ClK from CDTS# Valid, MDOE# Active) 

t162 MDATA Valid Delay From MDOE# Active 8 ns 7.10 

t163 MDATA Float Delay From MDOE# 10 ns 7.10 
Inactive 

/165 MBE# Valid Delay 1.5 8 ns 7.6 (39) 

Clocked Mode 

t170 MClK, MOClK Frequency 66.66 MHz 1 X clock, (49) 

/171 MClK, MOClK Period 15 ns 7.5 

t172 MOClK High Time 4 ns 7.5 

t173 MOClK low Time 4 ns 7.5 

t174 MClK High Time 5 ns 7.5 (40) 

/175 MClK low Time 5 ns 7.5 (40) 

t176 MClK, MOClK Rise Time 1.5 ns 7.5 

t177 MClK, MOClK Fall Time 1.5 ns 7.5 
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Table 7-21. 66 MHz 82491 Cache SRAM Memory Bus Interface Timings (Contd.) 

Vee = 5 V +/- 5%, Tease = 0 to 85 °C, CL = 0 pF 

Symbol Parameter Min Max Unit Fig. Notes 

Clocked Mode 

t180 MOCLK Failing Edge To MCLK Rising 2 ns 
Edge 

t181 MFRZ#, MZST# Setup Time 5 ns 7.7 Referenced to 
MCLK 

t182 MFRZ#, MZST# Hold Time 1 ns 7.7 Referenced to 
MCLK 

t183 MSRDY#, MSEL#, MEOC# Setup Time 5 ns 7.7 Referenced to 
MCLK 

t184 MSRDY#, MSEL#, MEOC# Hold Time 1 ns 7.7 Referenced to 
MCLK 

t185 MDATA Setup Time 5 ns 7.7 Referenced to 
MCLK 

t186 MDATA Hold Time 1 ns 7.7 Referenced to 
MCLK 

t187 MDATA Valid Delay From 2 12 ns 7.6 
MCLK.MSRDY# 

t188 MDATA Valid Delay From MCLK.MEOC# 2 20 ns 7.6 

t189 MDATA Valid Delay From MCLK.MSEL# 2 18 ns 7.6 (45) 

t190 MDATA Valid Delay From MOCLK 1.5 10 ns 7.6 

Strobed Mode 

t195 MEOC# High Time 8 ns 7.16 (49) 

t196 MEOC# Low Time 8 ns 7.16 

t197 MISTS, MOSTS High Time 12 ns 7.16 (49) 

t198 MISTS, MOSTS Low Time 12 ns 7.16 

t199 MEOC#, MISTS, MOSTS Rise Time 2 ns 
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Table 7-21. 66 MHz 82491 Cache SRAM Memory Bus Interface Timings (Contd.) 

Vee = 5 V +/- 5%, Tease = 0 to 85 °C, CL = 0 pF 

Symbol Parameter Min Max Unit Fig. Notes 

Strobed Mode 

t200 MEOC#, MISTB, MOSTS Fall Time 2 ns 

t201 MSEL# High Time for Restart 8 ns 7.16 

t202 MSEL# Setup Before Transition on 5 ns 7.12 (49) 
MISTB or MOSTB 

t203 MSEL# Hold After Transition on MISTB or 10 ns 7.12 
MOSTB 

t204 MSEL# Setup Before Transition on 5 ns 7.12 
MEOC# 

t205 MSEL# Hold After Transition on MEOC# 1 ns 7.12 

t206 MISTB, MOSTB Transition to/from 10 ns 
MEOC# Falling Transition 

t207 MZBT# Setup To MSEL# or MEOC# 5 ns 7.11 
Falling Edge 

t208 MZBT# Hold From MSEL# or MEOC# 1 ns 7.11 
Falling Edge 

t209 MFRZ# Setup To MEOC# Falling Edge 5 ns 7.11 

t210 MFRZ# Hold From MEOC# Falling Edge 1 ns 7.11 

t211 MDATA Setup To MISTB transition or 5 ns 7.11 
MEOC# Falling Edge 

t212 MDATA Hold From MISTB transition or 1 ns 7.11 
MEOC# Falling Edge 

t213 MDATA Valid Delay From Transition on 2 12 ns 7.13 
MOSTB 

t214 MDATA Valid Delay From MEOC# Falling 2 20 ns 7.13 
Transition or MSEL# Deactivation 

NOTES: 

1. Below 66 MHz only functionality is guaranteed, the following equations provide the change in A.C. 
specifications required to operate at lower frequencies: 

Pentium™ processor: no effect 

82496 cache controller: (signals: SETO-10, ADS#, CFA2-6, and TAGO-11) 
~ setup = 0.57 (~ cycle time) +/- 0.5ns 

82491 cache SRAM: no effect 

2. High times are measured between 2.0 V crossing points. 

3. Low times are measured between 0.8 V crossing points. 

4. Rise and Fall times are measured between 0.8 V and 2.0 V. 

5. APCHK#, FERR#, HLDA, IERR#, and PCHK# are glitch free outputs. Glitch free signals monotonically 
transition without false transitions (i.e. glitches). 

6. TTL input test waveforms are assumed to be 0 to 3 Volt transitions with 1 VolVns rise and fall times. 
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7. Referenced to TCK rising edge. 

8. Referenced to TCK falling edge. 

9. 1 ns can be added to the maximum TCK rise and fall times for every 10 MHz of frequency below 16 
MHz. 1 ns must be added to t30 and t36 for every 10 MHz of frequency below 16 MHz. 

1 o. Non-Test Outputs and Inputs are the normal output or input signals (besides TCK, TRST#, TOI, TOO, 
and TMS). These timings correspond to the response of these signals due to boundary scan opera­
tions. 

11. FRCMC# should be tied to Vcc (high) to ensure proper operation of the Pentium processor as a master 
Pentium processor. 

12. If configuration signals with internal pullup resistors are left floating in the system, RESET pulse width 
must be at least 10 microseconds. 

13. ClK skew between Pentium processor and 82496 cache controller assumed to be less than 0.2ns. 
ClK skew is measured at 0.8V, 1.5V, and 2.0V of the rising edge of ClK. 

14. 0.8 V/ns <= ClK input rise/fall time <= 8 V/ns. 

15. 0.3 V/ns <= Input rise/fall time <= 5 V/ns. 

16. This input may be driven asynchronously. 

17. When driven asynchronously, NMI, FlUSH#, R/S#, INIT, and SMI must be deasserted (inactive) for a 
minimum of 2 clocks before being returned active. 

18. Functionality is guaranteed by design/characterization. 

19. Measured on rising edge of adjacent ClKs at 1.5V. 

20. To ensure a 1:1 relationship between the amplitude of the input jitter and the internal and external 
clocks, the jitter frequency spectrum should not have any power spectrum peaking between 500 KHz 
and 1/3 of the ClK operating frequency. 

21. The amount of jitter present must be accounted for as a component of ClK skew between devices. 

22. Setup time is required to guarantee recognition on a specific clock. 

23. Hold time is required to guarantee recognition on a specific clock. 

24. Only need to meet setup and hold times during the KWENO and SWENO sample times. 

25. Valid delay from ClK only if MALE or MBAlE, MAOE#, MBAOE# are active. 

26. Valid delay from MALE or MBAlE going active, if both MAOE# and MBAOE# are active. 

27. Valid delay from MAOE#, MBAOE# going active. 

28. Float delay from MAOE#, MBAOE# going inactive. 

29. In Synchronous mode, referenced to ClK. 

30. In Clocked mode, referenced to SNPClK. 

31. In Strobed mode, referenced to SNPSTB# falling edge. 

32. In Strobed mode, must meet active/inactive times. 

34. To guarantee recognition on a given ClK edge. 

35. This signal is not used when using the 82496 cache controller with the 82491 cache SRAM. 

36. For proper configuration, t70, t71 , t72, and t 73 must all be met. 

37. Glitch free signals monotonically transition without false transitions (i.e. glitches). 

38. 1 ns can be added to maximum SNPClK rise/fall time for every 10 MHz of frequency below 66 MHz. 
1 ns must be added to t123 and t133 for every 10 MHz of frequency below 66 MHz. 

39. From ClK in which BlEC# sampled active. 

40. Tighter symmetry required since MClK input does not use a Pll. 

41. Timing is referenced to falling edge of RESET. 

42. For proper configuration, t150, t151, t152, and t153 must all be met. 

43. A.C. timings assume MAlORV=low on reset. If MAlORV=high on reset, add .7ns to t90, t91, and t92. 
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44. Must meet MDATA setup to ClK one full ClK before BRDY# active for first transfer on line fills and all 
non-cacheable transfers. 

45. MSEl# sampled inactive resets burst counter. Data is re-driven beginning with data corresponding to 
first address requested. 

46. Not 100% Tested. Guaranteed by design/characterization. 

47. Float and Enable times measured at Vcc/2 level at gate of output device are guaranteed by design. 
(Not 100% tested) 

48. ClK Skew between 82491 cache SRAM and other devices (Pentium processor, 82496 cache 
controller, and other C8Cs) assumed to be less than 0.7 ns. 

49. Signal Restrictions 

a. For proper operation the following signals must have monotonic transitions: 

- ClK, 
- MClK in clocked mode, 
- MISTB, MOSTB, and MEOC# in strobed mode. 

b. For proper operation the following signals must remain stable (must not glitch) throughout a cycle. 

- MDOE#, 
- MSEl#, when active during strobed mode. 

50. All TTL timings are referenced from 1.5 V. 
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7.6.2.2. 60 MHz A.C. SPECIFICATIONS 

Table 7-22. 60 MHz CPU Cache Chip Set Common Timings 

Vee = 5 V +/- 5%, Tease = 0 to 85 °C, Cl = 0 pF 

Symbol Parameter Min Max Unit Fig. Notes 

t1 ClK Frequency 33.33 60 MHz 1X clock, (1), (49) 

t2 ClK Period 16.67 30 ns 7.5 

t3 ClK High Time 4 ns 7.5 (2) 

t4 ClK low Time 4 ns 7.5 (3) 

t5 ClK Rise Time 0.15 1.5 ns 7.5 (4) 

t6 ClK Fall Time 0.15 1.5 ns 7.5 (4) 

t7 ClK Stability +/- pS (18), (19), (20), (21) 
250 

t8 RESET, INIT Setup Time 6 ns 7.9 To guarantee rec-
ognition on a given 
ClK edge. (16), 
(17) 

t9 RESET, INIT Hold Time 1.5 ns 7.9 To guarantee rec-
ognition on a given 
ClK edge. 

t10 RESET Pulse Width, ClK and Vcc Stable 15 ClKs 7.9 (11), (17) 

t11 INIT Pulse Width, Async. 2 ClKs To guarantee asyn-
chronous recogni-
tion. 

t12 INIT Pulse Width, ClK and Vcc Stable 1 ClKs 

t13 RESET Active After ClK and Vcc Stable 1 ms 7.9 Power Up (11), (12) 

t20 TCK Frequency -- 16 MHz 

t21 TCK Period 62.5 ns 7.5 

t22 TCK High Time 25 ns 7.5 (2) 

t23 TCK low Time 25 ns 7.5 (3) 

t24 TCK Rise Time 5 ns 7.5 (9), (4) 

t25 TCK Fall Time 5 ns 7.5 (9), (4) 

t28 TRST# Pulse Width 40 ns 7.15 (46), Asynchronous 

t29 TOI, TMS Setup Time 5 ns 7.14 (7) 
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Table 7-22 60 MHz CPU Cache Chip Set Common Timings (Contd.) 

Vee = 5 V +/- 5%, Tease = 0 to 85 °C, CL = 0 pF 

Symbol Parameter Min Max Unit Fig. Notes 

t30 TDI, TMS Hold Time 13 ns 7.14 (7) 

t31 TOO Valid Delay 3 20 ns 7.14 (8) 

t32 TOO Float Delay 25 ns 7.14 (8), (46) 

t33 All Non-Test Outputs Valid Delay 3 20 ns 7.14 (8), (10) 

t34 All Non-Test Outputs Float Delay 25 ns 7.14 (8), (10), (46) 

t35 All Non-Test Inputs Setup Time 5 ns 7.14 (7), (8) 

t36 All Non-Test Inputs Hold Time 13 ns 7.14 (7), (8) 
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Table 7-23. 60 MHz Pentium™ Processor Memory Bus Interface Timings 

legend: PP=Pentium™ Processor, CC=82496 Cache Controller, CS=82491 Cache SRAM 

Vee = 5 V +1- 5%, Tease = 0 to 85 °C, Cl = 0 pF 

Symbol Parameter Min Max Unit Fig. Notes 

t40 PP reset configurations Setup Time 5.5 ns 7.9 

t41 PP reset configurations Hold Time 1.5 ns 7.9 

t42 PP reset configurations Setup Time 4 ClKs 7.9 
Referenced to Falling Edge of RESET 

t43 PP reset configurations Hold Time 0 ClKs 7.9 
Reference to Falling Edge of RESET 

t50 HlDA Valid Delay 1.5 9 ns 7.6 (5) 

t51 BREQ Valid Delay 1.5 9 ns 7.6 

t52 PCHK#, APCHK#, FERR#, IERR# Valid 1.5 9.3 ns 7.6 (5) 
Delay 

t53 IU, IV, IBT Valid Delay 1.5 11 ns 7.6 

t54 BPO-3, PMO-1 Valid Delay 1.5 11 ns 7.6 

t55 A20M#, FlUSH#, IGNNE#, NMI, INTR, 5.5 ns 7.7 (16), (17) 
Setup Time 

t56 A20M#, FlUSH#, IGNNE#, NMI, INTR, 1.5 ns 7.7 
Hold Time 

t57 A20M#, FlUSH#, IGNNE#, NMI, INTR, 2 ClKs (17) 
Pulse Width, Async 

t58 PEN#, BUSCHK# Setup Time 5.5 ns 7.7 

t59 PEN#, BUSCHK# Hold Time 1.5 ns 7.7 

t60 HOLD Setup Time 5.5 ns 7.7 

t61 HOLD Hold Time 1.5 ns 7.7 

t62 BRDY# Setup Time 5.5 ns 7.7 

t63 BRDY# Hold Time 1.5 ns 7.7 

t64 RlS#, SMI# Setup Time 5.5 ns 7.7 (16), (17) 

t65 RlS#, SMI# Hold Time 1.5 ns 7.7 

t66 RIS#, SMI# Pulse Width, Async 2 ClKs (17) 

t67 PRDY, SMIACT# Valid Delay 1.5 9 ns 7.6 

7-34 

I 



ELECTRICAL SPECIFICATIONS 

Table 7·24. 60 MHz 82496 Cache Controller Memory Bus Interface Timings 

Vee = 5 V +1· 5%, Tease = 0 to 85 °C, CL = 0 pF 

Symbol Parameter Min Max Unit Fig. Notes 

t70 CFGO-2, ClDRV, HIGHZ#, MAlDRV, 6.5 ns 7.9 (12), (22), (36) 
SlFTST#, SNPMD, WWOR#, 
FlUSH#[Vcc] Setup Time 

t71 CFGO-2, ClDRV, HIGHZ#, MAlDRV, 1 ns 7.9 (12), (23), (36) 
SlFTST#, SNPMD, WWOR#, 
FlUSH#[Vcc] Hold Time 

t72 CFGO-2, ClDRV, HIGHZ#, MAlDRV, 10 ClKs 7.9 (12), (36) 
SlFTST#, SNPMD, WWOR#, 
FLUSH#[Vcc] Setup Time Referenced to 
Falling Edge of RESET 

t73 CFGO-2, ClDRV, HIGHZ#, MAlDRV, 0 ClKs 7.9 (12), (36) 
SlFTST#, SNPMD, WWOR#, 
FlUSH#[Vcc] Hold Time Referenced to 
Falling Edge of RESET 

t75 FLUSH#, SYNC# Setup Time 6.5 ns 7.7 (34) 

t76 FlUSH#, SYNC#, Hold Time 1 ns 7.7 (34) 

t77 FlUSH#, SYNC#, Pulse Width, Async 2 ClKs 

t80 CADS#, CDTS# Valid Delay 1.5 9.2 ns 7.6 Glitch Free 

t81 KlOCK#, MCACHE#, RDYSRC Valid 1.5 9.2 ns 7.6 KLOCK# is Glitch 
Delay Free 

t82 CW/R#, CD/C#, CMIIO# Valid Delay 1.5 9.2 ns 7.6 

t83 CPWT, CPCD, CCACHE#, CSCYC Valid 1.5 9.2 ns 7.6 
Delay 

t84 CAHOlD, CWAY, PAllC# Valid Delay 1.5 9.2 ns 7.6 

t85 FSIOUT# Valid Delay 1.5 9.2 ns 7.6 

t86 NENE#, SMlN# Valid Delay 1.5 13 ns 7.6 

t87 APERR#, IPERR#, MAPERR# Valid 1.5 9.2 ns 7.6 Glitch Free 
Delay 

t88 APIC# Valid Delay 1.5 13 ns 7.6 

t89 BlE# Valid Delay 1.5 9.2 ns 7.6 (35) 
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Table 7-24. 60 MHz 82496 Cache Controller Memory Bus Interface Timings (Contd.) 

Vee = 5 V +/- 5%, Tease = 0 to 85 °C, CL = 0 pF 

Symbol Parameter Min Max Unit Fig. Notes 

t90 MCFAO-6, MSETO-10, MTAGO-11, MAP, 1.5 12 ns 7.6 (25), (43) 
MBTO-3 Valid Delay 

t91 MCFAO-6, MSETO-10, MTAGO-11, MAP, 1.5 12 ns 7.10 (26), (43) 
MBTO-3 Valid Delay 

t92 MCFAO-6, MSETO-10, MTAGO-11, MAP, 1.5 11 ns 7.10 (27), (43) 
MBTO-3 Valid Delay 

t93 MCFAO-6, MSETO-10, MTAGO-11, MAP, 12 ns 7.10 (28), (46) 
MBTO-3 Float Delay 

t95 BRDY# Setup Time 6.75 ns 7.7 

t95a CRDY# Setup Time 7.5 ns 7.7 

t96 BRDY#, CRDY# Hold Time 1 ns 7.7 

t97 BGT#, CNA#, KWEND#, SWEND# Setup 6.5 ns 7.7 
Time 

t98 BGT#, CNA#, KWEND#, SWEND# Hold 1 ns 7.7 
Time 

t100 DRCTM#, MRO#, MWBIWT# Setup Time 6.5 ns 7.7 (24) 

t100a MKEN# Setup Time 6.75 ns 7.7 (24) 

t101 DRCTM#, MKEN#, MRO#, MWBIWT# 1 ns 7.7 (24) 
Hold Time 

t110 SNPCLK Frequency 8.3 60 MHz 1X clock 

t111 SNPCLK Period 16.67 120 ns 7.5 

t112 SNPCLK High Time 4 ns 7.5 

t113 SNPCLK Low Time 4 ns 7.5 

t114 SNPCLK Rise Time 1.5 ns 7.5 (38) 

t115 SNPCLK Fall Time 1.5 ns 7.5 (38) 

t118 SNPADS#, SNPCYC# Valid Delay 1.5 9.2 ns 7.6 Glitch Free. 
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Table 7-24. 60 MHz 82496 Cache Controller Memory Bus Interface Timings (Contd.) 

Vee = 5 V +/- 5%, Tease = 0 to 85 °C, CL = 0 pF 

Symbol Parameter Min Max Unit Fig. Notes 

t120 MCFAO-6, MSETO-10, MTAGO-11, MAP, 6.5 ns 7.7 (29) 
MBTO-3 Setup Time 

t121 MCFAO-6, MSETO-10, MTAGO-11, MAP, 1 ns 7.7 (29) 
MBTO-3 Hold Time 

t122 MCFAO-6, MSETO-10, MTAGO-11, MAP, 6.5 ns 7.7 (30) 
MBTO-3 Setup Time 

t123 MCFAO-6, MSETO-10, MTAGO-11, MAP, 1 ns 7.7 (30) 
MBTO-3 Hold Time 

t124 MCFAO-6, MSETO-10, MTAGO-11, MAP, 1 ns 7.8 (31) 
MBTO-3 Setup Time 

t125 MCFAO-6, MSETO-10, MTAGO-11, MAP, 6.5 ns 7.8 (31) 
MBTO-3 Hold Time 

t130 MAOE#, MBAOE#, SNPINV, SNPNCA 6.5 ns 7.7 (29) 
Setup Time 

t131 MAOE#, MBAOE#, SNPINV, SNPNCA 1 ns 7.7 (29) 
Hold Time 

t132 MAOE#, MBAOE#, SNPINV, SNPNCA 6.5 ns 7.7 (30) 
Setup Time 

t133 MAOE#, MBAOE#, SNPINV, SNPNCA 1 ns 7.7 (30) 
Hold Time 

t134 MAOE#, MBAOE#, SNPINV, SNPNCA 1 ns 7.8 (31) 
Setup Time 

t135 MAOE#, MBAOE#, SNPINV, SNPNCA 6.5 ns 7.8 (31) 
Hold Time 

t140 SNPSTB# Setup Time 6.5 ns 7.7 (29) 

t141 SNPSTB# Hold Time 1 ns 7.7 (29) 

t142 SNPSTB# Setup Time 6.5 ns 7.7 (30) 

t143 SNPSTB# Hold Time 1 ns 7.7 (30) 

t144 SNPSTB# Active Time 6.5 ns 7.16 (32) 

t145 SNPSTB# Inactive Time 6.5 ns 7.16 (32) 

t148 MHITM#, MTHIT#, SNPBSY# Valid Delay 1.5 11 ns 7.6 
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Table 7-25. 60 MHz 82491 'Cache SRAM Memory Bus Interface Timings 

Vee = 5 V +1- 5%, Tease = 0 to 85 °C, CL = 0 pF 

Symbol Parameter Min Max Unit Fig. Notes 

t150 MDlDRV, MSTBM, MTR4/8#, MX4/8#, 5.5 ns 7.9 (22), (42) 
PAR# Setup Time 

t151 MDLDRV, MSTBM, MTR4/8#, MX4/8#, 1 ns 7.9 (23), (42) 
PAR# Hold Time 

t152 MDLDRV, MSTBM, MTR4/8#, MX4/8#, 4 ClKs 7.9 (41), (42) 
PAR# Setup Time Refernced to Falling 
Edge of RESET 

t153 MDLDRV, MSTBM, MTR4/8#, MX4/8#, 0 ClKs 7.9 (41), (42) 
PAR# Hold Time Referenced to Falling 
Edge of RESET 

t155 BRDY#, QRDY# Setup Time 5.5 ns 7.7 

t156 BRDY#, CRDY# Hold Time 1 ns 7.7 

t160 MDATA Setup to ClK (ClK before 5.5 ns 7.7 (44) 
BRDY# Active) 

t161 MDATA Valid Delay From ClK (ClK from 13 ns 7.6 (49) 
CDTS# Valid, MDOE# Active) 

t162 MDATA Valid Delay From MDOE# Active 8 ns 7.10 

t163 MDATA Float Delay From MDOE# 11 ns 7.10 
Inactive 

t165 MBE# Valid Delay 1.5 9 ns 7.6 (39) 

Clocked Mode 

t170 MClK, MOClK Frequency 60 MHz 1 X clock, (49) 

t171 MClK, MOClK Period 16.67 ns 7.5 

t172 MOClK High Time 4 ns 7.5 

t173 MOClK low Time 4 ns 7.5 

t174 MClK High Time 5 ns 7.5 (40) 

t175 MClK low Time 5 ns 7.5 (40) 

t176 MClK, MOClK Rise Time 1.5 ns 7.5 

t177 MClK, MOClK Fall Time 1.5 ns 7.5 
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Table 7-25. 60 MHz 82491 Cache SRAM Memory Bus Interface Timings (Contd.) 

Vee = 5 V +/- 5%, Tease = 0 to 85 °c, CL = 0 pF 

Symbol Parameter Min Max Unit Fig. Notes 

Clocked Mode 

t180 MOCLK Falling Edge To MCLK Rising 2 ns 
Edge 

t181 MFRZ#, MZBT# Setup Time 5 ns 7.7 Referenced to 
MCLK 

t182 MFRZ#, MZBT# Hold Time 1 ns 7.7 Referenced to 
MCLK 

t183 MBRDY#, MSEL#, MEOC# Setup Time 5 ns 7.7 Referenced to 
MCLK 

t184 MBRDY#, MSEL#, MEOC# Hold Time 1 ns 7.7 Referenced to 
MCLK 

t185 MDATA Setup Time 5 ns 7.7 Referenced to 
MCLK 

t186 MDATA Hold Time 1 ns 7.7 Referenced to 
MCLK 

t187 MDATA Valid Delay From 2 13 ns 7.6 
MCLK.MBRDY# 

t188 MDATA Valid Delay From MCLK.MEOC# 2 20 ns 7.6 

t189 MDATA Valid Delay From MCLK.MSEL# 2 18 ns 7.6 (45) 

t190 MDATA Valid Delay From MOCLK 1.5 10 ns 7.6 

I 7-39 



ELECTRICAL SPECIFICATIONS 

Table 7-25. 60 MHz 82491 Cache SRAM Memory Bus Interface Timings (Contd.) 

Vee = 5 V +/- 5%, Tease = 0 to 85 °C, CL = 0 pF 

Symbol Parameter Min Max Unit Fig. Notes 

Strobed Mode 

t195 MEOC# High Time 8 ns 7.16 (49) 

t196 MEOC# Low Time 8 ns 7.16 

t197 MISTS, MOSTS High Time 12 ns 7.16 (49) 

t198 MISTS. MOSTS Low Time 12 ns 7.16 

t199 MEOC#, MISTS, MOSTS Rise Time 2 ns 

t200 MEOC#, MISTS, MOSTS Fall Time 2 ns 

t201 MSEL# High Time for Restart 8 ns 7.16 

t202 MSEL# Setup Sefore Transition on 5 ns 7.12 (49) 
MISTS or MOSTS 

t203 MSEL# Hold After Transition on MISTS or 10 ns 7.12 
MOSTS 

t204 MSEL# Setup Sefore Transition on 5 ns 7.12 
MEOC# 

t205 MSEL# Hold After Transition on MEOC# 1 ns 7.12 

t206 MISTS, MOSTS Transition to/from 10 ns 
MEOC# Falling Transition 

t207 MZST# Setup To MSEL# or MEOC# 5 ns 7.11 
Falling Edge 

t208 MZST# Hold From MSEL# or MEOC# 1 ns 7.11 
Falling Edge 

t209 MFRZ# Setup To MEOC# Falling Edge 5 ns 7.11 

t210 MFRZ# Hold From MEOC# Falling Edge 1 ns 7.11 

t211 MDATA Setup To MISTS transition or 5 ns 7.11 
MEOC# Falling Edge 

t212 MDATA Hold From MISTS transition or 1 ns 7.11 
MEOC# Falling Edge 

t213 MDATA Valid Delay From Transition on 2 12 ns 7.13 
MOSTS 

t214 MDATA Valid Delay From MEOC# Falling 2 20 ns 7.13 
Transition or MSEL# Deactivation 

7·40 I 



ELECTRICAL SPECIFICATIONS 

NOTES: 

1. Below 60 MHz only functionality is guaranteed, the following equations provide the change in A.C. 
specifications required to operate at lower frequencies: 

Pentium ™ processor: no effect 

82496 cache controller: (signals: SETO-1O, AOS#, CFA2-6, and TAGO-11) 
Li setup = 0.57 (Li cycle time) +/- 0.5ns 

82491 cache SRAM: no effect 

2. High times are measured between 2.0 V crossing points. 

3. low times are measured between 0.8 V crossing points. 

4. Rise and Fall times are measured between 0.8 V and 2.0 V. 

5. APCHK#, FERR#, HLDA, IERR#, and PCHK# are glitch free outputs. Glitch free signals monotonically 
transition without false transitions (i.e. glitches). 

6. TTL input test waveforms are assumed to be 0 to 3 Volt transitions with 1 Voltlns rise and fall times. 

7. Referenced to TCK rising edge. 

8. Referenced to TCK falling edge. 

9. 1 ns can be added to the maximum TCK rise and fall times for every 10 MHz of frequency below 16 
MHz. 1 ns must be added to t30 and t36 for every 10 MHz of frequency below 16 MHz. 

10. Non-Test Outputs and Inputs are the normal output or Input signals (besides TCK, TRST#, TOI, TOO, 
and TMS). These timings correspond to the response of these signals due to boundary scan opera­
tions. 

11. FRCMC# should be tied to Vcc (high) to ensure proper operation of the Pentium processor as a master 
Pentium processor. 

12. If configuration signals with internal pullup resistors are left floating in the system, RESET pulse width 
must be at least 10 microseconds. 

13. ClK skew between Pentium processor and 82496 cache controller assumed to be less than 0.2ns. 
ClK skew is measured at 0.8V, 1.5V, and 2.0V of the rising edge of ClK. 

14. 0.8 V/ns <= ClK input rise/fall time <= 8 V/ns. 

15. 0.3 V/ns <= Input rise/fall time <= 5 V/ns. 

16. This input may be driven asynchronously. 

17. When driven asynchronously, NMI, FlUSH#, R/S#, INIT, and SMI must be deasserted (inactive) for a 
minimum of 2 clocks before being returned active. 

18. Functionality is guaranteed by design/characterization. 

19. Measured on rising edge of adjacent ClKs at 1.5V. 

20. To ensure a 1:1 relationship between the amplitude of the input jitter and the internal and external 
clocks, the jitter frequency spectrum should not have any power spectrum peaking between 500 KHz 
and 1/3 of the ClK operating frequency. 

21. The amount of jitter present must be accounted for as a component of ClK skew between devices. 

22. Setup time is required to guarantee recognition on a specific clock. 

23. Hold time is required to guarantee recognition on a specific clock. 

24. Only need to meet setup and hold times during the KWENO and SWENO sample times. 

25. Valid delay from ClK only if MALE or MBAlE, MAOE#, MBAOE# are active. 

26. Valid delay from MALE or MBAlE going active, if both MAOE# and MBAOE# are active. 

27. Valid delay from MAOE#, MBAOE# going active. 

28. Float delay from MAOE#, MBAOE# going inactive. 

29. In Synchronous mode, referenced to ClK. 

30. In Clocked mode, referenced to SNPClK. 

31. In Strobed mode, referenced to SNPSTB# falling edge. 

32. In Strobed mode, must meet active/inactive times. 

34. To guarantee recognition on a given ClK edge. 
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35. This signal is not used when using the 82496 cache controller with the 82491 cache SRAM. 

36. For proper configuration, t70, t71, t72, and t 73 must all be met. 

37. Glitch free signals monotonically transition without false transitions (Le. glitches). 

38. 1 ns can be added to maximum SNPClK rise/fall time for every 10 MHz of frequency below 60 MHz. 
1 ns must be added to t123 and t133 for every 10 MHz of frequency below 60 MHz. 

39. From ClK in which SlEC# sampled active. 

40. Tighter symmetry required since MClK input does not use a PlL. 

41. Timing is referenced to falling edge of RESET. 

42. For proper configuration, t150, t151, t152, and t153 must all be met. 

43. A.C. timings assume MAlDRV=low on reset. If MAlDRV=high on reset, add .7ns to t90, t91, and t92. 

44. Must meet MDATA setup to ClK one full ClK before SRDY# active for first transfer on line fil)s and all 
non-cacheable transfers. 

45. MSEl# sampled inactive resets burst counter. Data is re-driven beginning with data corresponding to 
first address requested. 

46. Not 100% Tested. Guaranteed by design/characterization. 

47. Float and Enable times measured at Vcc/2 level at gate of output device are guaranteed by design. 
(Not 100% tested) 

48. ClK Skew between 82491 cache SRAM and other devices (Pentium processor, 82496 cache 
controller, and other C8Cs) assumed to be less than 0.7 ns. 

49. Signal Restrictions 

a. For proper operation the following signals must have monotonic transitions: 

- ClK, 
- MClK in clocked mode, 
- MISTS, MOSTS, and MEOC# in strobed mode. 

b. For proper operation the following signals must remain stable (must not glitch) throughout a 
cycle. 

- MDOE#, 
- MSEl#, when active during strobed mode. 

50. All TTL timings are referenced from 1.5 V. 

Tv 

~ ... 
\ 

"'( Tz > \i~·· Tx 
'" 

... . 1.SV 
\' -----

.. ~ 
-----

~TW~ 
Ty 

CDB74 

Tv = t5, t24, t114, t174 

Tw = t6, t25, t115, t175 

Tx = t4, t23, t113, t173 

Ty = 12, t20, t111 , t171 

Tz = t3, t22, t112, 1172 

Figure 7-5. Clock Waveform 
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CDB75 

Tx = 150-154, 166, 180-90, 1118, 1148, 1161, 1165, 1187-190 

Figure 7-6. Valid Delay Timings 

CLK/MCLK 
SNPCLK 

Signal 

CDB76 

Tx = 155, 158, 160, 162, 164, 175, 195, 197, 1100, 1120,. 1122, 1130, 1132, 1140, 1155, 1160, 1181, 1183, 1185 

Ty = 156, 159, 161 , 163, 165, 175, 196, 198, 1101, 1121, 1123, 1131, 1133, 1141, 1143, 1156, 1182, 1184, 1186 

Tw = 1124, 1134 

Tx = 1125, 1135 

I 

Figure 7-7. Setup and Hold Timings 

CDBn 

Figure 7-8. Setup and Hold Timings in Strobed Snooping Mode 

7-43 



ELECTRICAL SPECIFICATIONS 

ClK 

RESET 

Config 

TI = 140, 170, 1150 

Tu =141, 171, 1151 

Tv =19 

Tw = 142, 172, 1152 

Tx = 143, 173,1153 

Ty = 110,113 

Tz =18 

Tw = 192, 1162 

Tx = 191 

Ty = 
Tz = 193, 1163 

7-44 

••• 

Ty 

t Tw 

Figure 7-9. Reset and Configuration Timings 

MAOE#, 
MBAOE# 

MDOE# 

MCFAx -~~--k==:J§]L=~ 
MDATAx 

MALE, 
MBAlE 

CFAx ___ ~ _______ _ 

COB79 

Figure 7-10. Memory Interface Timings 
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Ty = t207, t209, t211 

Tz = t208, t21 0, t212 

Ty = t202, t204 

Tz = t203, t205 

Tx = t213, t214 
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STB 

Signal 
t., 1 ::vJ....---1 ---..... r,,, ) 

COB80 

Figure 7-11. Setup and Hold Timings to Strobes 

1.5 V If 
\ J 

Signal --, 1.5 V If 
~. 

~ ~ COB93 

Figure 7-12. Setup and Hold Timings MxST 

STB ~ ~ 1.5 V 
., 

'" Tx 

Signal \\\\ 
\. \ '" VALID 

COB82 

Figure 7-13. Valid Delay Timings from Strobes 

7-45 



ELECTRICAL SPECIFICATIONS 

Tr = t35 

Ts = t36 

Tu = t32 

Tv = t29 

Tw = t30 

Tx = t31 

Ty = t33 

Tz = t34 

Tx = t28 
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TCK 

TOI ~~~~~~----~~r 
TMS ~~~~~ ______ -J~~ 

Output ~~~~~~r-W--------",I"--~--~ 
Signals ~~~~~~oUI'--------~-------'I' 

Input ~("",(,,'T"'I~ 
Signals ~...a....l'-l...l..l. 

Figure 7-14. Test Timings 

--J< Tx ~ 
1.5 V . - - -~""--------------""1 

CDB84 

Figure 7-15. Test Reset Timings 
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Signal 

Ty = 1145, 1195, 1197, 1201 

Tz = 1144, 1196, 1198 

ELECTRICAL SPECIFICATIONS 

__ 2_.0..."V If n _ ~ I ~< Tz )y. 
, r Ty ) 

COBBS 

Figure 7-16. Active/Inactive Timings 

Each'valid delay is specified for a 0 pF load. The system designer should use I/O buffer 
modeling to account for signal flight time delays. Table 7-26 lists the buffer type to be used for 
each signal in the external interface. 
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Table 7-26. External Interface Signal Buffer Assignment 

legend' PP=Pentium™ Processor CC=82496 Cache Controller CS=82491 Cache SRAM , , 

Driver Receiver 
Buffer Buffer 

Device Signals Type Type Type 

PP A20M#, FlUSH#, FRCMC#, HOLD, IGNNE#, INIT, INTR, NMI, I N/A ER1 
PEN#, RIS#, RESET, SMI#, TOI, TMS, 

BROY#, BUSCHK#, TRST# I N/A ER2 

ClK I N/A ER3 

TCK I N/A ER4 

APCHK#, BP3-0#, PM1, PMO, FERR#, HlOA, IBT, IERR#, IU, IV, 0 E01 N/A 
PCHK#, PROY, SMIACT#, TOO 

CC BROY#, CNA#, FlUSH#, MALE, MAOE#, MBAlE, MBAOE#, I N/A ER5 
MKEN#, RESET, SNPClK, SNPINV, SNPNCA, SNPSTB#, 
SWENO#, SYNC#, TCK, TOI, TMS, TRST# 

BGT#, CROY#, KWENO# I N/A ER6 

ORCTM#, MRO#, MWB/WT# I N/A ER7 

ClK I N/A ER8 

MAP (IN: MAOE#=1, OUT: MAOE#=O) 1/0 
MCFA6:0, MSET10:0, MTAG11:0 , MBT3:0 
(IN:MAOE#/MBAOE#=1, OUT: MAOE#/MBAOE#=O) 
For MAlORV = 1 E02 ER9 
For MAlORV = 0 E03 ER9 

APERR#, APIC#, BlE#, CAOS#, CAHOlO, CCACHE#, CO/C#, 0 ED4 N/A 
CM/IO#, CPCO, CPWT, CSCYC, CW/R#, FSIOUT#, IPERR#, 
KlOCK#, MAPERR#, MCACHE#, PAllC#, ROYSRC, 
SNPAOS#,SNPCYC#,TOO 

CWAY 0 ED4' N/A 

CDTS#, MHITM#, MTHIT#, NENE#, SMlN#, SNPBSY# 0 E05 N/A 

CS BROY#, CRDY#, MBROY#(MISTB), MClK, MOOE#, MEOC#, I N/A ER10 
MFRZ#, MOClK(MOSTB), MSEl#, MZBT#, RESET, TCK, TOI, 
TMS 

MBE# 1/0 E06 ER10' 

MOATA7-0(IN: READ CYCLE, OUT: WRITE CYCLE) 1/0 
For MOLDRV = 1 ED7 ER12 
For MOlORV = 0 E08 ER12 

TDO 0 ED6 N/A 

ClK I N/A ER11 
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7.7. OVERSHOOT/UNDERSHOOT GUIDELINES 
The overshoot/undershoot guideline is provided to limit signals transitioning beyond V cc or 
V ss due to the fast signal switching at these frequencies. Excessive ringback is the dominant 
harmful effect resulting from overshoot/undershoot. 

Overshoot (Undershoot) is the absolute value of the maximum voltage above Vcc (below Vss). 
The guideline assumes the absence of diodes on the input. This guideline should be used in 
simulations, without the diodes present, to ensure overshoot (undershoot) is within the 
acceptable range. 

Maximum Overshoot/Undershoot on Inputs = 1.6 Volts 
(without diodes) 

Ringback is the absolute value of the maximum voltage at the receiving pin below V cc (or 
above Vss) relative to Vcc (or Vss) level after the signal has reached its maximum voltage 
level. The input diodes are assumed present. This guideline is provided to allow system 
designers to verify, in an actual system, the decisions made based on simulation using the 
overshoot (undershoot) guideline. Ringback only applies if the signal crossed above Vcc 
(below Vss). 

Vee 

I 

Maximum Ringback on Inputs = 0.8 Volts 
(with diodes) 

Vee 

eOB86 

Figure 7-17. Overshoot/Undershoot and Ringback Guidelines 
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1/0 BUFFER MODELS 

CHAPTER 8 
I/O BUFFER MODELS 

The first order I/O buffer model is a simplified representation of the complex input and output 
buffers used in the Pentium processor, 82496 cache controller, and 82491 cache SRAM. 
Figure 8-1 shows the structure of the input buffer model and Figure 8-2 shows the output 
buffer model. Tables 8-1 and 8-2 shows the parameters used to specify these models. 

Lp 

~c· CpT T '" 
COB65 

Figure 8-1. First Order Input Buffer 

Table 8-1. Parameters Used in the Specification of the First Order Input Buffer Model 

Parameter Description 

Cin Minimum and Maximum value of the capacitance of thE? input buffer model. 

Lp Minimum and Maximum value of the package inductance. 

Cp Minimum and Maximum value of the package capacitance. 

dVl~ f 
CDB66 

Figure 8-2. First Order Output Buffer 
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Table 8-2. Parameters Used in the Specification of the First Order Output Buffer Model 

Parameter Description 

dV/dt Minimum and maximum value of the rate of change of the open circuit voltage 
source used in the output buffer model. 

Ro Minimum and maximum value of the output impedance of the output buffer model. 

Co Minimum and Maximum value of the capacitance of the output buffer model. 

Lp Minimum and Maximum value of the package inductance. 

Cp Minimum and Maximum value of the package capacitance. 

8.1. OPTIMIZED INTERFACE BUFFERS 

Tables 8-3 and 8-4 lists the minimum and maximum parameters for each buffer type of the 
optimized interfaces. These parameters supply the information to use in the circuits shown in 
Figures 8-1 and 8-2 to model the chip sets behavior in a given environment. 

Table 8-3. Specification of Input Optimized Interface Buffer Model Parameters 

Legend· PP=Pentium™ Processor CC=B2496 Cache Controller CS=B2491 Cache SRAM , 

Buffer Device Cp Lp Cin 

Type (pF) (nH) (pF) 

min max min max min max 

ZR1 PP 1.1 1.B 6.2 11.3 2.6 3.5 

ZR1a PP 7.3 9.9 14.9 20.1 2.6 3.5 

ZR2 PP 2.2 2.9 7.0 9.4 1.4 1.B 

ZR3 PP 0.5 6.6 5.3 15.2 3.6 4.B 

ZR4 PP 0.7 7.B 5.4 17.0 3.4 4.7 

ZR5 PP 0.5 6.6 5.3 15.2 4.2 5.6 

ZR6 PP 1.3 5.6 6.5 13.5 12.7 17.1 

ZR7 CC 1.2 6.9 6.4 16.0 1.4 2.3 

ZR7a CC 3.9 5.3 6.4 16.0 3.6 4.B 

ZRB CC 0.5 6.5 5.3 16.0 6.0 B.O 

ZR9 CS 0.5 1.5 B.O 10.0 1.3 2.4 

ZR10 CS 0.5 1.5 B.O 10.0 3.3 4.5 
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Table 8-4. Specification of Output Optimized Interface Buffer Model Parameters 

Legend' PP=Pentium™ Processor CC=82496 Cache Controller CS=82491 Cache SRAM , . , 

Buffer Transition Device dV/dt Ro Co Lp Cp 
Type (V/nsec) (Ohms) (pF) (nH) (pF) 

min max min max min max min max min max 

Z01 Rising PP 4.5/3.6 5.5/1.1 21 59 3.6 4.8 6.8 18.9 1.4 9.1 

Falling PP 4.5/2.6 5.5/1.1 18 54 3.6 4.8 6.8 18.9 1.4 9.1 

Z02 Rising PP 4.5/3.6 5.5/1.1 21 59 3.4 4.7 5.4 17.0 0.7 7.8 

Falling PP 4.5/2.6 5.5/1.1 18 54 3.4 4.7 5.4 17.0 0.7 7.8 

Z03 Rising PP 4.5/3.6 5.5/1.1 21 59 4.2 5.6 5.3 15.2 0.5 6.6 

Falling PP 4.5/2.6 5.5/1.1 18 54 4.2 5.6 5.3 15.2 0.5 6.6 

Z04 Rising PP 4.5/3.6 5.5/1.1 21 59 3.6 4.8 5.3 15.2 0.5 6.6 

Falling PP 4.5/2.6 5.5/1.1 18 54 3.6 4.8 5.3 15.2 0.5 6.6 

Z05 Rising PP 4.5/3.3 5.5/0.7 11.8 26.7 12.1 16.3 6.3 10.2 1.4 2.6 

Falling PP 4.5/2.6 5.5/0.7 9.4 25.5 12.1 16.3 6.3 10.2 1.4 2.6 

Z05a Rising PP 4.5/2.9 5.5/0.6 6.4 14 12.1 16.3 6.3 10.2 1.4 2.6 

Falling PP 4.5/2.6 5.5/0.6 5 13.2 12.1 16.3 6.3 10.2 1.4 2.6 

Z06 Rising PP 4.5/3.3 5.5/0.7 11.8 26.7 12.7 17.1 6.5 13.5 1.3 5.6 

Failing PP 4.5/2.6 5.5/0.7 9.4 25.5 12.7 17.1 6.5 13.5 1.3 5.6 

Z06a Rising PP 4.5/2.9 5.5/0.6 6.4 14 12.7 17.1 6.5 13.5 1.3 5.6 

Falling PP 4.5/2.6 5.5/0.6 5 13.2 12.7 17.1 6.5 13.5 1.3 5.6 

Z07 Rising CC 4.5/3.6 5.5/1.1 21 59 6.0 8.0 5.3 16.0 0.5 6.5 

Falling CC 4.5/2.6 5.5/1.1 18 54 6.0 8.0 5.3 16.0 0.5 6.5 

Z08 Rising CC 4.5/3.6 5.5/1.1 21 59 3.2 4.4 6.8 17.3 1.5 7.3 

Falling CC 4.5/2.6 5.5/1.1 18 54 3.2 4.4 6.8 17.3 1.5 7.3 

Z08' Rising CC 4.5/3.6 5.5/1.1 21 59 3.7 5.1 6.6 11.3 1.3 4.1 

Falling CC 4.5/2.6 5.5/1.1 18 54 3.7 5.1 6.6 11.3 1.3 4.1 

Z09 Rising CC 4.5/3.3 5.5/0.7 11.8 26.7 11.7 15.9 5.0 14.6 0.9 6.2 

Falling CC 4.5/2.6 5.5/0.7 9.4 25.5 11.7 15.9 5.0 14.6 0.9 6.2 

Z09a Rising CC 4.5/2.9 5.5/0.6 6.4 14 11.7 15.9 5.0 14.6 0.9 6.2 

Falling CC 4.5/2.6 5.5/0.6 5 13.2 11.7 15.9 5.0 14.6 0.9 6.2 

Z010 Rising CS 4.5/3.6 5.5/1.1 21 59 3.3 4.5 8.0 10.0 0.5 1.5 

Falling CS 4.5/2.6 5.5/1.1 18 54 3.3 4.5 8.0 10.0 0.5 1.5 

When simulating the optimized interface for either Flight Time or Signal Quality, it is critical 
to use the appropriate buffer model specification. Table 8-5 shows the correct specifications to 
use in the Flight Time or Signal Quality simulations. 
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Table 8-5. Specifications to be Used for Simulation of Flight Time or Signal Quality 

Flight Time Signal Quality 

Driver: dV/dt min max 

Co max min 

Ro max min 

Cp max min 

Lp max min 

Receiver: Cin max min 

Cp max min 

Lp max min 

Other: Temp. max min 

Vcc min max 

Board Zo min max 

tpd max min 

Via Capacitance max min 
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8.2. EXTERNAL INTERFACE BUFFERS 
Tables 8-6 and 8-7 lists the minimum and maximum parameters for each buffer type of the 
external interfaces. These parameters supply the information to use in the circuits shown in 
Figures 8-1 and 8-2 to model the chip sets behavior in a given environment. 

Table 8-6. Specification of Input External Interface Buffer l\IIodel Parameters 

Legend' PP=Pentium™ Processor CC=82496 Cache Controller CS=82491 Cache SRAM , 

Buffer Device Cp Lp Cin 
Type (pF) (nH) (pF) 

min max min max min max 

ER1 PP 0.8 10.2 5.2 20.6 1.1 1.5 

ER2 PP 1.4 6.8 6.7 16.5 1.7 2.3 

ER3 PP 1.6 2.2 6.2 8.4 1.7 2.3 

ER4 PP 2.2 2.9 7.2 9.7 1.9 2.5 

ER5 CC 1.5 6.0 6.8 14.8 1.4 2.3 

ER6 CC 1.7 3.5 6.2 11.5 2.6 3.5 

ER7 CC 1.6 4.7 6.2 13.4 3.6 5.3 

ER8 CC 1.4 1.9 5.8 7.9 2.4 3.3 

ER9 CC 0.7 8.5 5.1 18.0 6.0 8.1 

ER10 CS 0.5 1.5 8.0 10.0 1.3 2.4 

ER10' CS 0.5 1.5 8.0 10.0 1.3 2.4 

ER11 CS 0.5 1.5 6.9 9.3 2.9 3.9 

ER12 CS 0.5 1.5 8.0 10.0 5.6 7.6 
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Table 8-7. Specification of Output External Interface Buffer Model Parameters 

Legend' PP-Pentium™ Processor CC-82496 Cache Controller CS-82491 Cache SRAM - , - , -

Buffer Transition Device dV/dt Ro Co Lp Cp 
Type (V/nsec) (Ohms) (pF) (nH) (pF) 

min max min max min max min max min max 

ED1 Rising PP 4.5/3.6 5.5/1.1 21 59 3.6 4.8 5.6 19.9 0.7 9.7 

Falling PP 4.5/2.6 5.5/1.1 18 54 3.6 4.8 5.6 19.9 0.7 9.7 

ED2 Rising CC 4.5/3.6 5.5/1.1 21 59 6.0 8.1 5.1 18.0 0.7 8.5 

Falling CC 4.5/2.6 5.5/1.1 18 54 6.0 8.1 5.1 18.0 0.7 8.5 

ED3 Rising CC 4.5/3.3 5.5/0.7 11.8 26.7 6.0 8.1 5.1 18.0 0.7 8.5 

Falling CC 4.5/2.6 5.5/0.7 9.4 25.5 6.0 8.1 5.1 18.0 0.7 8.5 

ED4 Rising CC 4.5/3.6 5.5/1.1 21 59 3.2 4.4 5.4 18.7 0.8 8.2 

Falling CC 4.5/2.6 5.5/1.1 18 54 3.2 4.4 5.4 18.7 0.8 8.2 

ED4' Rising CC 4.5/3.6 5.5/1.1 21 59 3.9 5.3 7.2 9.8 1.7 2.3 

Falling CC 4.5/2.6 5.5/1.1 18 54 3.9 5.3 7.2 9.8 1.7 2.3 

ED5 Rising CC 4.5/3.3 5.5/0.7 11.8 26.7 5.4 7.4 4.9 16.1 0.8 7.2 

Falling CC 4.5/2.6 5.5/0.7 9.4 25.5 5.4 7.4 4.9 16.1 0.8 7.2 

ED6 Rising CS 4.5/3.6 5.5/1.1 21 59 3.2 4.4 8.0 10.0 0.5 1.5 

Falling CS 4.5/2.6 5.5/1.1 18 54 3.2 4.4 8.0 10.0 0.5 1.5 

ED7 Rising CS 4.5/3.6 5.5/1.1 21 59 5.6 7.6 8.0 10.0 0.5 1.5 

Falling CS 4.5/2.6 5.5/1.1 18 54 5.6 7.6 8.0 10.0 0.5 1.5 

ED8 Rising CS 4.5/3.3 5.5/0.7 11.8 26.7 5.6 7.6 8.0 10.0 0.5 1.5 

Falling CS 4.5/2.6 5.5/0.7 9.4 25.5 5.6 7.6 8.0 10.0 0.5 1.5 

8.3. INPUT DIODE MODELS 

In addition to the input and output buffer parameters, input protection diode models are 
provided for the external interface I/O buffer models. These diodes have been optimized to 
provide ESD protection and provide some level of clamping. Note however, the signal quality 
specifications for both the optimized and external interfaces are defined assuming the diodes 
are not present in the simulation. It is important that these specifications are met because there 
is a limit to the amount of clamping the diode can attain. The diode model is provided because 
it may be useful in modeling the behavior of other devices driving transmission lines with the 
Pentium processor as the receiving device. 

Figure 8-3 shows the components of the diode model. It consists of two diodes, one connected 
to Vee, D2, and one to Vss, Dl. Each diode is modeled by the combination of an ideal diode in 
series with a resistance. 
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Vee 

02 

01 

Vss -=-
CDB88 

Figure 8·3. Input Diode Model 

The diode model should be added to the input model for both inputs and I/O signals when 
desired. Figure 8-4 shows the complete input model with the diodes added. 

Vcc 

Rs 

T Cin 

1 Rs • 

_ Vss 
CDB89 

Figure 8·4. Complete Input Model Including Diode 
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The specific parameters associated with each diode are listed below. Table 8-8 lists the buffer 
types with their corresponding diode I-V curve and series resistance. Table 8-9 provides the 
diode I-V curve data for both Dl and D2 for each buffer type. 

Table 8-8. Diode Parameter List 

Diode I-V 
Input Model Type Buffer Type DriverMode Diode Curve Type Rs (Ohms) 

ER10' I/O std 01 IV1 6.5 

02 IV2 6.5 

ER9, ER12 I/O Ig 01 IV3 6.5 

02 IV4 6.5 

ER1, ER2, ER3, ER4, I N/A 01 IV5 6.5 
ER5, ER6, ER7, ER8, 
ER10,ER11 

02 IV6 6.5 
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Table 8-9. Data for Diode I-V Curves 

Curve Type Curve Type 

IV1 IV2 IV1 IV2 

Vd Id Vd Id Vd Id Vd Id 

Ov Oa Ov Oa O.674v 10.26ua 0.674v 16.79ua 

25mv .OO53pa 25mv .0037pa 0.699v 24.81 ua 0.698v 46.58ua 

50mv .0062pa 50mv .0038pa 0.722v 58.06ua 0.719v 0.12ma 

75mv .0083pa 75mv .0039pa 0.744v 0.13ma 0.737v 0.26ma 

100mv .0134pa 100mv .0041pa 0.762v 0.25ma 0.751v OA7ma 

0.125v .0260pa 0.125v .0046pa 0.778v OA4ma 0.762v 0.76ma 

0.15v .0572pa 0.15v .0062pa 0.79v 0.69ma 0.772v 0.76ma 

0.175v O.13pa 0.175v .0107pa O.8v 1ma 0.779v 1.07ma 

0.2v 0.33pa 0.2v .0237pa 0.809v 0.99ma 0.784v 1A9ma 

0.225v 0.8pa 0.225v .0621 pa 0.817v 1.32ma 0.788v 1.91 ma 

0.25v 1.98pa 0.25v 0.18pa 0.822v 1.73ma 0.792v 2.3ma 

0.275v 4.91pa 0.275v 0.51 pa 0.826v 2.13ma 0.795v 2.7ma 

0.3v 12.18pa 0.3v 1A9pa 0.83v 2.52ma 0.798v 3.13ma 

0.325v 30.22pa 0.325v 4.4pa 0.834v 2.93ma 0.801v 3.57ma 

0.35v 74.98pa 0.35v 12.96pa 0.837v 3.35ma 0.803v 4.01ma 

0.375v 0.19na 0.375v 38.22pa 0.84v 3.79ma 0.806v 4A6ma 

OAv OA6na OAv 0.11 na 0.843v 4.22ma 0.808v 4.91 ma 

OA25v 1.15na OA25v 0.33na 0.845v 4.67ma 0.809v 5.37ma 

OA5v 2.84na OA5v 0.98na 0.848v 5.11ma 0.811 v 5.83ma 

0.475v 7.26na OA75v 2.89na 0.85v 5.57ma 0.813v 6.3ma 

0.5v 18.02na 0.5v 8.95na 0.852v 6.02ma 0.814v 6.76ma 

0.525v 44.72na 0.525v 26Ana 0.854v 6.48ma 0.816v 7.23ma 

0.55v 0.11 ua 0.55v 77.85na 0.856v 6.94ma 0.817v 7.7ma 

0.575v 0.28ua 0.575v 0.23ua 0.857v 7Ama 0.819v 8.17ma 

0.6v 0.68ua 0.6v 0.68ua 0.859v 7.87ma O.82v 8.64ma 

0.625v 1.69ua 0.625v 1.99ua 0.86v 8.34ma 0.821v 9.12ma 

0.65v 4.18ua 0.65v 5.82ua 0.862v 8.81ma 0.822v 9.59ma 
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Table 8-9. Data for Diode I-V Curves (Contd.) 

Curve Type Curve Type 

IV1 IV2 IV1 IV2 

Vd Id Vd Id Vd Id Vd Id 

0.867v 10.7ma 0.826v 11.51ma 0.888v 23.75ma 0.843v 24.65ma 

0.868v 11.17ma 0.827v 11.99ma 0.889v 24.24ma 0.844v 25.14ma 

0.869v 11.65ma 0.828v 12.47ma 0.889v 24.73ma 0.844v 25.63ma 

0.87v 12.13ma O.829v 12.95ma 0.89v 25.22ma 0.845v 26.12ma 

0.871v 12.61ma 0.83v 13.43ma 0.89v 25.71ma 0.845v 26.61ma 

0.872v 13.09ma 0.83v 13.92ma 0.891v 26.2ma 0.845v 27.11ma 

0.873v 13.56ma 0.831v 14.4ma 0.891v 26.69ma 0.846v 27.6ma 

0.874v 14.05ma 0.832v 14.89ma 0.892v 27.18ma 0.846v 28.09ma 

0.875v 14.53ma 0.833v 15.37ma 0.892v 27.67ma 0.847v 28.58ma 

0.876v 15.01ma 0.833v 15.86ma 0.893v 28.16ma 0.847v 29.07ma 

0.877v 15.49ma 0.834v 16.34ma 0.893v 28.65ma 0.847v 29.57ma 

0.878v 15.97ma 0.835v 16.83ma 0.894v 29.14ma 0.848v 30.06ma 

0.878v 16.46ma 0.835v 17.32ma 0.894v 29.63ma 0.848v 30.55ma 

0.879v 16.94ma 0.836v 17.8ma 0.895v 30.12ma 0.848v 31.04ma 

0.88v 17.43ma 0.836v 18.29ma 0.895v 30.61ma 0.849v 31.53ma 

0.881v 17.91ma 0.837v 18.78ma 0.895v 31.1ma 0.849v 32.03ma 

0.881v 18.39ma 0.838v 19.27ma 0.896v 31.59ma 0.849v 32.52ma 

0.882v 18.88ma 0.838v 19.75ma 0.896v 32.09ma 0.85v 33.01ma 

0.883v 19.37ma 0.839v 20.24ma 0.897v 32.58ma 0.85v 33.51ma 

0.883v 19.85ma 0.839v 20.73ma 0.897v 33.07ma 0.85v 34ma 

0.884v 20.34ma 0.84v 21.22ma 0.898v 33.56ma 0.851v 34.49ma 

0.885v 20.83ma 0.84v 21.71ma 0.898v 34.05ma 0.851v 34.99ma 

0.885v 21.31ma 0.841v 22.2ma 0.898v 34.54ma 0.851v 35.48ma 

0.886v 21.8ma 0.841v 22.69ma 0.899v 35.04ma 0.852v 35.97ma 

0.886v 22.29ma 0.842v 23.18ma 0.899v 35.53ma 0.852v 36.47ma 

0.887v 22.78ma 0.842v 23.67ma 0.899v 36.02ma 0.852v 36.96ma 

0.888v 23.26ma 0.843v 24.16ma 0.9v 36.51 ma 0.853v 37.45ma 
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Table 8-9. Data for Diode I-V Curves (Contd.) 

Curve Type Curve Type 

IV1 IV2 IV1 IV2 

Vd Id Vd Id Vd Id Vd Id 

0.9v 37.01ma 0.853v 37.95ma 0.909v 50.34ma 0.S6v 51.31 ma 

0.901v 37.5ma 0.853v 38.44ma 0.909v 50.S3ma 0.S6v 51.Sma 

0.901v 37.99ma 0.854v 38.94ma 0.909v 51.33ma 0.86v 52.3ma 

0.901v 38.49ma 0.854v 39.43ma O.909v 51.S2ma O.S61v 52.79ma 

0.902v 38.98ma 0.854v 39.92ma 0.91v 52.32ma 0.S61 v 53.29ma 

0.902v 39.471l)a 0.854v 40.42ma 0.91v 52.81ma 0.861v 53.79ma 

0.902v 39.96ma 0.855v 40.91ma O.91v 53.3ma O.S61v 54.2Sma 

0.903v 40.46ma 0.855v 41.41ma 0.91v 53.Sma 0.S61v 54.7Sma 

0.903v 40.95ma 0.855v 41.9ma 0.911 v 54.29ma 0.S62v 55.27ma 

0.903v 41.44ma 0.856v 42.4ma 0.911v 54.79ma 0.S62v 55.77ma 

0.904v 41.94ma 0.856v 42.89ma 0.911v 55.2Sma O.S62v 56.27ma 

0.904v 42.43ma 0.856v 43.39ma 0.911 v 55.7Sma O.S62v 56.76ma 

0.904v 42.92ma 0.856v 43.88ma 0.912v 56.27ma 0.S62v 57.26ma 

0.904v 43.42ma 0.857v 44.38ma 0.912v 56.77ma 0.S63v 57.75ma 

0.905v 43.91ma 0.857v 44.87ma O.912v 57.27ma 0.S63v 5S.25ma 

0.905v 44.41ma 0.857v 45.37ma O.912v 57.76ma 0.S63v 5S.74ma 

O.905v 44.9ma 0.857v 45.86ma O.913v 5S.26ma 0.S63v 59.24ma 

0.906v 45.39ma O.858v 46.36ma 0.913v 5S.75ma 0.S63v 59.74ma 

0.906v 45.89ma 0.85Sv 46.S5ma 0.913v 59.25ma 0.S64v 60.23ma 

0.906v 46.3Sma 0.S5Sv 47.35ma O.913v 59.74ma 0.S64v 60.73ma 

0.907v 46.SSma 0.S5Sv 47.S4ma 0.913v 60.24ma 0.S64v 61.23ma 

0.907v 47.37ma 0.S59v 4S.34ma O.914v 60.73ma O.S64v 61.72ma 

0.907v 47.S6ma 0.S59v 4S.S3ma 0.914v 61.23ma 0.S64v 62.22ma 

0.907v 4S.36ma 0.S59v 49.33ma 0.914v 61.72ma O.S64v 62.71ma 

0.90Sv 4S.S5ma 0.S59v 49.S2ma 0.914v 62.22ma 0.S65v 63.21ma 

O.90Sv 49.35ma 0.S59v 50.32ma 0.915v 62.71ma 0.865v 63.71 ma 

0.90Sv 49.S4ma 0.S6v 50.S1ma 0.915v 63.21ma 0.S65v 64.2ma 
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Table 8-9. Data for Diode I-V Curves (Contd.) 

Curve Type Curve Type 

IV1 IV2 IV1 IV2 

Vd Id Vd Id Vd Id Vd Id 

O.915v 63.71ma O.865v 64.7ma O.919v 72.63ma O.868v 73.64ma 

O.915v 64.2ma O.865v 65.2ma O.919v 73.13ma O.868v 74.14ma 

O.915v 64.7ma O.866v 65.69ma O.919v 73.63ma O.868v 74.63ma 

O.916v 65.19ma O.866v 66.19ma O.919v 74.12ma O.869v 75.13ma 

O.916v 65.69ma O.866v 66.69ma O.919v 74.62ma O.869v 75.63ma 

O.916v 66.18ma O.866v 67.18ma O.919v 75.11ma O.869v 76.12ma 

O.916v 66.68ma O.866v 67.68ma O.92v 75.61ma O.869v 76.62ma 

O.916v 67.18ma O.866v 68.18ma O.92v 76.11 ma O.869v 77.12ma 

O.917v 67.67ma O.867v 68.67ma O.92v 76.6ma O.869v 77.62ma 

O.917v 68.17ma O.867v 69.17ma O.92v 77.1ma O.87v 78.11ma 

O.917v 68.66ma O.867v 69.67ma O.92v 77.6ma O.87v 78.61ma 

O.917v 69.16ma O.867v 70.16ma O.921v 78.09ma O.87v 79.11ma 

O.917v 69.66ma O.867v 70.66ma O.921v 78.59ma O.87v 79.6ma 

O.918v 70.15ma O.867v 71.16ma O.921v 79.09ma O.87v 80.1ma 

O.918v 70.65ma O.868v 71.65ma O.921v 79.58ma O.87v 80.6ma 

O.918v 71.14ma O.868v 72.15ma O.921v 80.08ma O.87v 81.09ma 

O.918v 71.64ma O.868v 72.65ma O.921v 80.58ma O.871v 81.59ma 

O.918v 72.14ma O.868v 73.14ma O.922v 81.07ma O.871v 82.09ma 
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Table 8-9. Data for Diode I-V Curves (Contd.) 

Curve Type Curve Type 

IV3 IV4 IV3 IV4 

Vd Id Vd Id Vd Id Vd Id 

Ov Oa Ov Oa 0.65v 7.2ua 0.649v 10:24ua 

25mv .0098pa 25mv .0066pa 0.674v 17.55ua 0.674v 29.06ua 

50mv .0113pa 50mv .0067pa 0.698v 41.74ua 0.696v 77.53ua 

75mv .0149pa 75mv .0069pa 0.72v 94.34ua 0.716v 0.18ma 

100mv .0238pa 100mv .0073pa 0.74v 0.2ma 0.732v 0.36ma 

0.125v .0456pa 0.125v .0083pa 0.757v 0.36ma 0.744v 0.62ma 

0.15v .0997pa 0.15v .011pa 0.771v 0.59ma 0.754v 0.93ma 

0.175v 0.23pa 0.175v .0189pa 0.782v 0.87ma 0.762v 0.93ma 

0.2v 0.57pa 0.2v .0421pa 0.791v 0.87ma 0.769v 1.26ma 

0.225v 1.39pa 0.225v 0.11 pa 0.799v 1.18ma 0.773v 1.69ma 

0.25v 3.44pa 0.25v 0.31pa 0.805v 1.58ma 0.777v 2.11ma 

0.275v 8.51 pa 0.275v 0.9pa 0.809v 1.98ma 0.781v 2.51ma 

0.3v 21.11pa 0.3v 2.65pa 0.814v 2.37ma 0.784v 2.93ma 

0.325v 52.38pa 0.325v 7.81pa 0.817v 2.77ma 0.786v 3.36ma 

0.35v 0.13na 0.35v 23.01pa 0.821v 3.19ma 0.789v 3.8ma 

0.375v 0.32na 0.375v 67.84pa 0.824v 3.62ma 0.791v 4.25ma 

O.4v 0.8na O.4v 0.2na 0.827v 4.05ma 0.793v 4.7ma 

0.425v 1.99na 0.425v 0.59na 0.829v 4.49ma 0.795v 5.16ma 

0.45v 5.07na 0.45v 1.74na 0.832v 4.94ma 0.797v 5.62ma 

0.475v 12.59na 0.475v 5.39na 0.834v 5.39ma 0.799v 6.08ma 

0.5v 31.24na 0.5v 15.89na 0.836v 5.84ma 0.8v 6.54ma 

0.525v 77.52na 0.525v 46.85na 0.838v 6.3ma 0.802v 7.01ma 

0.55v 0.19ua 0.55v 0.14ua 0.84v 6.76ma 0.803v 7.48ma 

0.575v 0.48ua 0.575v 0.41 ua 0.841v 7.22ma 0.805v 7.95ma 

0.6v 1.18ua 0.6v 1.2ua 0.843v 7.69ma 0.806v 8.42ma 

0.625v 2.92ua 0.625v 3.52ua 0.845v 8.15ma 0.807v 8.9ma 
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Table a-9. Data for Diode I-V Curves (Contd.) 

Curve Type Curve Type 

IV3 IV4 IV3 IV4 

Vd Id Vd Id Vd Id Vd Id 

O.846v 8.62ma O.808v 9.37ma O.87v 21.12ma O.827v 21.97ma 

O.847v 9.09ma O.809v 9.85ma O.87v 21.61ma O.828v 22.46ma 

O.849v 9.56ma O.81v 10.32ma O.871v 22.1ma O.828v 22.95ma 

O.85v 10.04ma O.811v 10.8ma O.872v 22.58ma O.829v 23.44ma 

O.851v 10.51ma O.812v 11.28ma O.872v 23.07ma O.829v 23.93ma 

O.852v 10.99ma O.813v 11.76ma O.873v 23.56ma O.83v 24.42ma 

O.854v 11.46ma O.814v 12.24ma O.873v 24.05ma O.83v 24.91ma 

O.855v 11.94ma O.815v 12.73ma O.874v 24.54ma O.831v 25.4ma 

O.856v 12.42ma O.816v 13.21ma O.874v 25.03ma O.831v 25.89ma 

O.857v 12.9ma O.817v 13.69ma O.875v 25.52ma O.831v 26.38ma 

O.858v 13.38ma O.817v 14.17ma O.875v 26.01ma O.832v 26.87ma 

O.859v 13.86ma O.818v 14.66ma O.876v 26.49ma O.832v 27.37ma 

O.86v 14.34ma O.819v 15.14ma O.876v 26.98ma O.833v 27.86ma 

O.86v 14.82ma O.82v 15.63ma O.877v 27.47ma O.833v 28.35ma 

O.861v 15.3ma O.82v 16.11ma O.877v 27.96ma O.833v 28.84ma 

O.862v 15.78ma O.821v 16.6ma O.878v 28.46ma O.834v 29.33ma 

O.863v 16.27ma O.822v 17.09ma O.878v 28.95ma O.834v 29.83ma 

O.864v 16.75ma O.822v 17.57ma O.879v 29.44ma O.835v 30.32ma 

O.864v 17.23ma O.823v 18.06ma O.879v 29.93ma O.835v 30.81ma 

O.865v 17.72ma O.823v 18.55ma O.88v 30.42ma O.835v 31.3ma 

O.866v 18.2ma O.824v 19.04ma O.88v 30.91ma O.836v 31.8ma 

O.867v 18.69ma O.825v 19.52ma O.881v 31.4ma O.836v 32.29ma 

O.867v 19.17ma O.825v 20.01ma O.881v 31.89ma O.836v 32.78ma 

O.868v 19.66ma O.826v 20.5ma O.881v 32.38ma O.837v 33.28ma 

O.869v 20.15ma O.826v 20.99ma O.882v 32.88ma O.837v 33.77ma 

O.869v 20.63ma O.827v 21.48ma O.882v 33.37ma O.837v 34.26ma 
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Table 8-9. Data for Diode I-V Curves (Contd.) 

Curve Type Curve Type 

IV3 IV4 IV3 IV4 

Vd Id Vd Id Vd Id Vd Id 

O.883v 33.86ma O.838v 34.75ma O.891v 46.68ma O.845v 47.61 rna 

O.883v 34.35ma O.838v 35.25ma O.892v 47.17ma O.845v 48.1 rna 

O.883v 34.84ma O.838v 35.74ma O.892v 47.67ma O.845v 48.6ma 

O.884v 35.33ma O.839v 36.24ma O.892v 48.16ma O.846v 49.09ma 

O.884v 35.83ma O.839v 36.73ma O.892v 48.66ma O.846v 49.59ma 

O.885v 36.32ma O.839v 37.22ma O.893v 49.15ma O.846v 50.08ma 

O.885v 36.81ma O.84v 37.72ma O.893v 49.65ma O.846v 50.58ma 

O.885v 37.3ma O.84v 38.21ma O.893v 50.14ma O.847v 51.08ma 

O.886v 37.8ma O.84v 38.7ma O.894v 50.64ma O.847v 51.57ma 

O.886v 38.29ma O.84v 39.2ma O.894v 51.13ma O.847v 52.07ma 

O.886v 38.78ma O.841v 39.69ma O.894v 51.63ma O.847v 52.56ma 

O.887v 39.28ma O.841v 40.19ma O.894v 52.12ma O.847v 53.06ma 

O.887v 39.77ma O.841v 40.68ma O.895v 52.61 rna O.848v 53.55ma 

O.887v 40.26ma O.842v 41.18ma O.895v 53.11ma O.848v 54.05ma 

O.888v 40.76ma O.842v 41.67ma O.895v 53.6ma O.848v 54.54ma 

O.888v 41.25ma O.842v 42.16ma O.895v 54.1 rna O.848v 55.04ma 

O.888v 41.74ma O.842v 42.66ma O.896v 54.59ma O.848v 55.54ma 

O.889v 42.24ma O.843v 43.15ma O.896v 55.09ma O.849v 56.03ma 

O.889v 42.73ma O.843v 43.65ma O.896v 55.58ma O.849v 56.53ma 

O.889v 43.22ma O.843v 44.14ma O.896v 56.08ma O.849v 57.02ma 

O.89v 43.72ma O.843v 44.64ma O.897v 56.57ma O.849v 57.52ma 

O.89v 44.21 rna O.844v 45.13ma O.897v 57.07ma O.849v 58.02ma 

O.89v 44.7ma O.844v 45.63ma O.897v 57.56ma O.85v 58.51 rna 

O.89v 45.2ma O.844v 46.12ma O.897v 58.06ma O.85v 59.01ma 

O.891v 45.69ma O.844v 46.62ma O.898v 58.56ma O.85v 59.5ma 

O.891v 46.19ma O.845v 47.11ma O.898v 59.05ma O.85v 60ma 
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Table 8-9. Data for Diode I-V Curves (Contd.) 

Curve Type Curve Type 

IV3 IV4 IV3 IV4 

Vd Id Vd Id Vd Id Vd Id 

O.898v 59.55ma O.85v 60.5ma O.903v 70.95ma O.854v 71.92ma 

O.898v 60.04ma O.851v 60.99ma O.903v 71.45ma O.855v 72.41ma 

O.898v 60.54ma O.851v 61.49ma O.903v 71.94ma O.855v 72.91ma 

O.899v 61.03ma O.851v 61.99ma O.903v 72.44ma O.855v 73.41ma 

O.899v 61.53ma O.851v 62.48ma O.904v 72.93ma O.855v 73.9ma 

O.899v 62.02ma O.851v 62.98ma O.904v 73.43ma O.855v 74.4ma 

O.899v 62.52ma O.852v 63.47ma O.904v 73.93ma O.855v 74.9ma 

O.9v 63.01ma O.852v 63.97ma O.904v 74.42ma O.855v 75.39ma 

O.9v 63.51ma O.852v 64.47ma O.904v 74.92ma O.856v 75.89ma 

O.9v 64.01ma O.852v 64.96ma O.904v 75.42ma O.856v 76.39ma 

O.9v 64.5ma O.852v 65.46ma O.905v 75.91ma O.856v 76.88ma 

O.9v 65ma O.852v 65.96ma O.905v 76.41ma O.856v 77.38ma 

O.901v 65.49ma O.853v 66.45ma O.905v 76.9ma O.856v 77.88ma 

O.901v 65.99ma O.853v 66.95ma O.905v 77.4ma O.856v 78.38ma 

O.901v 66.49ma O.853v 67.45ma O.905v 77.9ma O.856v 78.87ma 

O.901v 66.98ma O.853v 67.94ma O.905v 78.39ma O.857v 79.37ma 

O.901v 67.48ma O.853v 68.44ma O.906v 78.89ma O.857v 79.87ma 

O.902v 67.97ma O.853v 68.94ma O.906v 79.39ma O.857v 80.36ma 

O.902v 68.47ma O.854v 69.43ma O.906v 79.88ma O.857v 80.86ma 

O.902v 68.96ma O.854v 69.93ma O.906v 80.38ma O.857v 81.36ma 

O.902v 69.46ma O.854v 70.43ma O.906v 80.88ma O.857v 81.86ma 

O.902v 69.96ma O.854v 70.92ma O.907v 81.37ma O.857v 82.35ma 

O.903v 70.45ma O.854v 71.42ma 
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Table 8-9. Data for Diode I-V Curves (Contd.) 

Curve Type Curve Type 

IV5 IV6 IV5 IV6 

Vd Id Vd Id Vd Id Vd Id 

Ov Oa Ov Oa 0.675v 4.63ua 0.675v 3.43ua 

25mv .0009pa 25mv .0008pa 0.699v 11.35ua 0.7v 9.97ua 

50mv .0012pa 50mv .0008pa 0.724v 27.37ua 0.724v 28.32ua 

75mv .0022pa 75mv .0008pa 0.747v 63.69ua 0.746v 75.71ua 

100mv .0044pa 100mv .0009pa 0.768v 0.14ma 0.766v 0.18ma 

0.125v .0100pa 0.125v .001pa 0.787v 0.27ma 0.782v 0.36ma 

0.15v .0239pa 0.15v .0013pa 0.802v 0.47ma 0.795v O.61ma 

0.175v .0584pa 0.175v .0022pa 0.814v 0.73ma 0.804v 0.92ma 

0.2v 0.14pa 0.2v .0047pa 0.823v 1.03ma 0.812v 0.92ma 

0.225v 0.36pa 0.225v .0124pa 0.832v 1.03ma 0.819v 1.25ma 

0.25v O.88pa 0.25v .0348pa 0.839v 1.36ma 0.824v 1.68ma 

0.275v 2.19pa 0.275v 0.1pa 0.845v 1.77ma 0.828v 2.1ma 

0.3v 5.44pa 0.3v 0.3pa 0.849v 2.18ma 0.831v 2.5ma 

0.325v 13.49pa 0.325v 0.87pa 0.853v 2.57ma 0.834v 2.92ma 

0.35v 33.48pa 0.35v 2.57pa 0.857v 2.98ma 0.837v 3.35ma 

0.375v 83.09pa 0.375v 7.59pa 0.86v 3.4ma O.B4v 3.79ma 

0.4v 0.21na 0.4v 22.37pa 0.863v 3.84ma 0.B42v 4.24ma 

0.425v 0.51na 0.425v 65.99pa 0.865v 4.27ma O.844v 4.69ma 

0.45v 1.27na 0.45v 0.19na 0.868v 4.72ma 0.846v 5.14ma 

0.475v 3.15na 0.475v 0.57na 0.87v 5.17ma 0.848v 5.6ma 

0.5v 8.05na 0.5v 1.69na 0.872v 5.62ma 0.849v 6.07ma 

0.525v 19.97na 0.525v 5.24na 0.874v 6.07ma 0.851 v 6.53ma 

0.55v 49.56na 0.55v 15.46na 0.876v 6.53ma 0.853v 7ma 

0.575v 0.12ua 0.575v 45.58na 0.878v 6.99ma 0.854v 7.47ma 

0.6v 0.31 ua 0.6v 0.13ua 0.88v 7.46ma 0.855v 7.94ma 

0.625v 0.76ua 0.625v O.4ua 0.881v 7.92ma 0.857v 8.41ma 

0.65v 1.87ua 0.65v 1.17ua 0.883v 8.39ma 0.858v 8.88ma 
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Table 8-9. Data for Diode I-V Curves (Contd.) 

Curve Type Curve Type 

IV5 IV6 IV5 IV6 

Vd Id Vd Id Vd Id Vd Id 

O.884v 8.86ma O.859v 9.36ma 0.907v 21.37ma 0.878v 21.96ma 

O.885v 9.33ma O.86v 9.83ma 0.908v 21.86ma 0.878v 22.45ma 

O.887v 9.8ma O.861v 10.31ma 0.909v 22.34ma O.879v 22.94ma 

O.888v 10.28ma O.862v 10.79ma 0.909v 22.83ma O.879v 23.43ma 

O.889v 10.75ma 0.863v 11.27ma 0.91v 23.32ma O.88v 23.92ma 

0.89v 11.23ma 0.864v 11.75ma 0.91v 23.81ma O.88v 24.41ma 

0.891v 11.7ma 0.865v 12.23ma 0.911v 24.3ma 0.881 v 24.9ma 

0.892v 12.18ma O.866v 12.71ma 0.911v 24.79ma 0.881v 25.39ma 

0.894v 12.66ma 0.867v 13.2ma 0.912v 25.27ma 0.882v 25.88ma 

0.894v 13.14ma 0.867v 13.68ma 0.913v 25.76ma 0.882v 26.37ma 

0.895v 13.62ma 0.868v 14.16ma 0.913v 26.25ma 0.883v 26.86ma 

0.896v 14.1ma 0.869v 14.65ma 0.914v 26.74ma 0.883v 27.35ma 

0.897v 14.58ma 0.87v 15.13ma 0.914v 27.23ma 0.883v 27.85ma 

0.898v 15.06ma 0.87v 15.62ma 0.915v 27.72ma 0.884v 28.34ma 

0.899v 15.55ma 0.871v 16.1ma 0.915v 28.21ma 0.884v 28.83ma 

0.9v 16.03ma 0.872v 16.59ma 0.915v 28.7ma 0.885v 29.32ma 

0.901v 16.51ma 0.872v 17.07ma 0.916v 29.19ma O.885v 29.81ma 

O.901v 17ma 0.873v 17.56ma 0.916v 29.69ma O.885v 30.31ma 

O.902v 17.48ma 0.874v 18.05ma 0.917v 30.18ma 0.886v 30.8ma 

0.903v 17.96ma 0.874v 18.54ma 0.917v 30.67ma 0.886v 31.29ma 

0.904v 18.45ma O.875v 19.02ma 0.918v 31.16ma 0.886v 31.78ma 

0.904v 18.94ma 0.875v 19.51ma 0.918v 31.65ma 0.887v 32.28ma 

0.905v 19.42ma 0.876v 20ma 0.919v 32.14ma 0.887v 32.77ma 

0.906v 19.91ma 0.876v 20.49ma 0.919v 32.63ma 0.887v 33.26ma 

0.906v 20.39ma 0.877v 20.98ma 0.919v 33.12ma 0.888v 33.76ma 

O.907v 20.88ma 0.877v 21.47ma 0.92v 33.62ma 0.888v 34.25ma 
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Table 8-9. Data for Diode I-V Curves (Contd.) 

Curve Type Curve Type 

IV5 IV6 IV5 IV6 

Vd Id Vd Id Vd Id Vd Id 

0.92v 34.11ma 0.888v 34.74ma 0.929v 46.93ma 0.896v 47.6ma 

0.921v 34.6ma 0.889v 35.24ma 0.929v 47.43ma 0.896v 48.09ma 

0.921v 35.09ma 0.889v 35.73ma 0.929v 47.92ma 0.896v 48.59ma 

0.921v 35.58ma 0.889v 36.22ma 0.93v 48.41ma 0.896v 49.08ma 

0.922v 36.08ma 0.89v 36.72ma 0.93v 48.91ma 0.896v 49.58ma 

0.922v 36.57ma 0.89v 37.21ma 0.93v 49.4ma 0.897v 50.07ma 

0.922v 37.06ma 0.89v 37.7ma 0.93v 49.9ma 0.897v 50.57ma 

0.923v 37.56ma 0.891v 38.2ma 0.931v 50.39ma 0.897v 51.06ma 

0.923v 38.05ma 0.891 v 38.69ma 0.931v 50.89ma 0.897v 51.56ma 
I 

0.923v 38.54ma 0.891v 39.19ma 0.931v 51.38ma 0.898v 52.05ma 

0.924v 39.03ma 0.891v 39.68ma 0.932v 51.88ma 0.898v 52.55ma 

0.924v 39.53ma 0.892v 40.17ma 0.932v 52.37ma 0.898v 53.04ma 

0.924v 40.02ma 0.892v 40.67ma 0.932v 52.87ma 0.898v 53.54ma 

0.925v 40.51ma 0.892v 41.16ma 0.932v 53.36ma 0.898v 54.04ma 

0.925v 41.01ma 0.893v 41.66ma 0.933v 53.86ma 0.899v 54.53ma 

0.925v 41.5ma 0.893v 42.15ma 0.933v 54.35ma 0.899v 55.03ma 

0.926v 41.99ma 0.893v 42.65ma 0.933v 54.85ma 0.899v 55.52ma 

0.926v 42.49ma 0.893v 43.14ma 0.933v 55.34ma 0.899v 56.02ma 

0.926v 42.98ma 0.894v 43.64ma 0.934v 55.84ma 0.899v 56.52ma 

0.927v 43.47ma 0.894v 44.13ma 0.934v 56.33ma 0.9v 57.01ma 

0.927v 43.97ma 0.894v 44.63ma 0.934v 56.83ma 0.9v 57.51ma 

0.927v 44.46ma 0.894v 45.12ma 0.934v 57.32ma 0.9v 58ma 

0.928v 44.96ma 0.895v 45.62ma 0.934v 57.82ma 0.9v 58.5ma 

0.928v 45.45ma 0.895v 46.11 ma 0.935v 58.31 ma 0.9v 59ma 

0.928v 45.94ma 0.895v 46.61ma 0.935v 58.81ma 0.901v 59.49ma 

0.929v 46.44ma 0.895v 47.1ma 0.935v 59.3ma 0.901v 59.99ma 
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Table 8-9. Data for Diode I-V Curves (Contd.) 

Curve Type Curve Type 

IV5 IV6 IV5 IV6 

Vd Id Vd Id Vd Id Vd Id 

0.935v 59.Sma 0.901v 60.4Sma 0.94v 70.7ma 0.905v 71.41ma 

0.936v 60.29ma 0.901v 60.9Sma 0.94v 71.2ma 0.905v 71.9ma 

0.936v 60.79ma 0.901v 61.4Sma 0.94v 71.7ma 0.905v 72.4ma 

0.936v 61.2Sma 0.902v 61.97ma 0.941v 72.19ma 0.905v 72.9ma 

0.936v 61.7Sma 0.902v 62.47ma 0.941v 72.69ma 0.905v 73.39ma 

0.937v 62.2Sma 0.902v 62.97ma 0.941v 73.19ma 0.906v 73.S9ma 

0.937v 62.77ma 0.902v 63.46ma 0.941v 73.6Sma 0.906v 74.39ma 

0.937v 63.27ma 0.902v 63.96ma 0.941v 74.1Sma 0.906v 74.SSma 

0.937v 63.76ma 0.902v 64.45ma 0.941v 74.67ma 0.906v 75.3Sma 

0.937v 64.26ma 0.90311 64.95ma 0.942v 75.17ma 0.906v 75.SSma 

0.93Sv 64.75ma 0.903v 65.45ma 0.942v 75.67ma 0.906v 76.3Sma 

0.93Sv 65.25ma 0.903v 65.94ma 0.942v 76.16ma 0.907v 76.S7ma 

0.93Sv 65.75ma 0.903v 66.44ma 0.942v 76.66ma 0.907v 77.37ma 

0.93Sv 66.24ma 0.903v 66.94ma 0.942v 77.16ma 0.907v 77.S7ma 

0.93Sv 66.74ma 0.904v 67.43ma 0.943v 77.65ma 0.907v 7S.36ma 

0.939v 67.23ma 0.904v 67.93ma 0.943v 7S.15ma 0.907v 7S.S6ma 

0.939v 67.73ma 0.904v 6S.43ma 0.943v 7S.65ma 0.907v 79.36ma 

0.939v 6S.22ma 0.904v 6S.92ma 0.943v 79.14ma 0.907v 79.S5ma 

0.939v 6S.72ma 0.904v 69.42ma 0.943v 79.64ma 0.90Sv SO.35ma 

0.939v 69.22ma 0.904v 69.92ma 0.943v SO.14ma 0.90Sv SO.S5ma 

0.94v 69.71ma 0.905v 70.41ma 0.944v 80.63ma 0.90Sv S1.35ma 

0.94v 70.21ma 0.905v 70.91ma 
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CHAPTER 9 
MECHANICAL SPECIFICATIONS 

The Pentium processor is packaged in a 273 pin ceramic pin grid array (PGA). The pins are 
arranged in a 21 by 21 matrix and the package dimensions are 2.16" X 2.16" (5.49cm X 
5.49cm). The 82496 Cache Controller is packaged in a 280 pin ceramic pin grid array (PGA). 
The pins are arranged in a 19 by 19 matrix and the package dimensions are 1.95" X 1.95" 
(4.95cm X 4.95cm). The 82491 Cache SRAM is packaged in a 84 pin plastic quad flat pack 
(PQFP). The package dimensions are 0.8" X 0.8" (2.03cm X 2.03cm). 

Table 9-1. CPU Cache Chip Set Package Information Summary 

Package Estimated Wattage 
Type Total Pins Pin Array Package Size (66Mhz) 

Pentium™ PGA 273 21 x 21 2.16"x2.16" 16 
Processor 

5.49cm X 5.49cm 

82496 PGA 280 19 x 19 1 .95"x1.95" 4.5 

4.95cm X 4.95cm 

82491 PQFP 84 N/A 0.80"xO.80" 2.0 

2.03cm X 2.03cm 1.3 (typ) 

NOTE: See D.C. Specifications for more detailed power specifications. 
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MECHANICAL SPECIFICATIONS 

Table 9-2. Pentium™ Processor Mechanical Specificatons 

Family: Ceramic Pin Grid Array Package 

Symbol Millimeters Inches 

Min Max Notes Min Max Notes 

A 2.84 3.51 Solid Lid 0.112 0.138 Solid Lid 

A1 0.33 0.43 Solid Lid 0.013 0.017 Solid Lid 

A2 2.51 3.07 0.099 0.121 

B 0.43 0.51 0.017 0.020 

D 54.61 55.11 2.150 2.170 

D1 50.67 50.93 1.995 2.005 

e1 2.29 2.79 0.090 0.110 

L 3.05 3.30 0.120 0.130 

N 273 273 

S1 1.65 2.16 0.065 0.085 
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Figure 9-1. Pentium™ Processor Mechanical Specifications 
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MECHANICAL SPECIFICATIONS 

Table 9-3. 82496 Cache Controller Mechanical Specificatons 

Family: Ceramic Pin Grid Array Package 

Symbol Millimeters Inches 

Min Max Notes Min Max Notes 

A 2.84 3.51 Solid lid 0.112 0.138 Solid Lid 

A1 0.33 0.43 Solid Lid 0.013 0.017 Solid Lid 

A2 2.51 3.07 0.099 0.121 

B 0.43 0.51 0.017 0.020 

0 49.53 50.17 1.940 1.975 

01 45.59 45.85 1.795 1.805 

€l1 2.29 2.79 0.090 0.110 

L 3.05 3.30 0.120 0.130 

N 280 280 

S1 1.65 2.16 0.065 0.085 
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Symbol 

N 

A 

A1 

D,E 

01, E1 

D2,E2 

D3,E3 

D4,E4 

L1 
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Table 9-4. 82491 Cache SRAM Mechanical Specificatons 

Family: Plastic Quad Flatpack (PQFP) 0.025 in (0.635 mm) Pitch 

Description Millimeters Inches 

Min Max 

Leadcount 84 

Package Height 4.06 4.57 

Standoff 0.51 1.02 

Terminal Dimension 19.56 20.07 

Package Body 16.43 16.59 

Bumper Distance 20.24 20.39 

Lead Dimension 12.70 REF 

Foot Radius Location 18.36 18.71 

Foot Length 0.51 0.76 

~------D2------~ 

~--- D ---------1~ 

~-----D1----~~ 

Min 

84 

0.160 

0.020 

0.770 

0.647 

0.797 

0.500 REF 

0.723 

0.020 

CDB69 

Figure 9-3. 82491 Cache SRAM Mechanical Specifications 

Max 

0.180 

0.040 

0.790 

0.653 

0.803 

0.737 

0.030 
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CHAPTER 10 
THERMAL SPECIFICATIONS 

The CPU Cache Chip Set is specified for proper operation when TC (case temperature) is 
within the specified range of OoC to 85°C. To verify that the proper TC is maintained, it 
should be measured at the center of the top surface (opposite of the pins) of the device in 
question. To ensure accurate and consistent TC measurements, the following approach is 
recommended: 

• Use 36 gauge or finer diameter k, t, or j type thermocouples. The laboratory testing was 
done using a thermocouple made by Omega (part number: 5TC-TTK-36-36). 

• Attach the thermocouple bead or junction to the center of the package top surface using 
high thermal conductivity cements. The laboratory testing was done by using Omega Bond 
(part number: OB-100). 

• The thermocouple should be attached at a 90° angle as shown in the following figure. 
When a heat sink is attached a hole should be drilled through the heat sink to allow 
probing the center of the package as shown below. 

• If the case temperature is measured with a heat sink attached to the package, provide a 
shallow grove on the contact surface of the heat sink to route the thermocouple wire out. 

The measurement is made in the same way with or without a heatsink attached as shown in 
Figure 10-1. 

CSJ23A 

Figure 10-1. Technique For Measuring Tcase 

An ambient temperature TA is not specified directly. The only restriction is that TC is met. To 
determine the allowable T A values, the following equations may be used: 

I 

TJ == TC + (P. 8JC) 

TA == TJ - (P. 8JA) 

TC == TA + (P. (8JA - 8JC)) 
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THERMAL SPECIFICATIONS 

8CA = 8JA - 8JC 

TA = TC - (P. 8CA)· 

Table 10-1 lists the 8JC and 8CA values for the Pentium processor. 

Table 10-1. Junction-to-Case and Case-to-Ambient Thermal Resistances for the 
Pentium™ Processor (With and Without a Heat Sink) 

E>JC E>CA vs Airflow (ftlmin) 

0 200 400 600 800 1000 

With 0.25" Heat Sink 0.6 8.3 5.8 3.9 3.0 2.5 2.2 

With 0.35" Heat Sink 0.6 7.9 5.0 3.4 2.6 2.2 2.0 

With 0.65" Heat Sink 0.6 6.4 3.4 2.3 1.8 1.5 1.3 

Without Heat Sink 1.2 11.6 9.4 6.7 5.4 4.6 4.2 

Heat Sink: 2.05 sq. in. omni-directional fin Aluminum heat sink with 0.050 in. pin width, 0.143 in pin-to-pin 
center spacing and 0.150 in. base thickness. 

Table 10-2 lists the 8JC and 8CA values for the 82496 cache controller. 

Table 10-2. Junction-to-Case and Case-to-Ambient Thermal Resistances for the 82496 
Cache Controller (With and Without a Heat Sink) 

E>JC E>CA vs Airflow (ftlmin) 

0 200 400 600 800 1000 

With 0.35" Heat Sink 1.1 9.1 6.1 4.1 3.1 2.6 2.3 

Without Heat Sink 1.1 14.7 11.9 9.2 7.6 6.7 6.1 

Heat Sink: 1.91 sq. in. omni-directional fin Aluminum heat sink with 0.050 in. pin width, 0.143 in pin-to-pin 
center spacing and 0.150 in. base thickness. 

Table 10-3 lists the 8JC and 8CA values for the 82491 cache SRAM. 

Table 10-3. Junction-to-Case and Caes-to-Ambient Thermal Resistances for the 82491 
Cache SRAM (With and Without a Heat Sink) 

E>JC E>CA vs Airflow (It/min) 

0 200 400 600 800 1000 

With 0.35" Heat Sink 8.5 27.1 16.0 12.5 10.7 9.4 8.5 

Without Heat Sink 8.5 34.5 26.7 22.6 19.1 16.0 14.2 

Heat Sink: 0.62 sq. in. omni-directional fin Aluminum heat sink with 0.050 in. pin width, 0.143 in pin-te-pin 
center spacing and 0.100 in. base thickness. 
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NOTE 

Additional heat sink and thermal information will be added as it becomes 
available. Contact your local Intel Sales Office for the latest information. 
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CHAPTER 11 
TESTABILITY 

Two special testability features are offered in Pentium processor CPU-Cache Chip Set: Built-In 
Self Test (BIST) and Boundary Scan. BIST will test the Pentium processor CPU, micro-code 
ROM, TLB, and 82496 Cache Controller. Boundary scan test will test the interfaces among 
components of the Pentium processor CPU-Cache Chip Set. Normal functional testing of CPU 
core, 82496 Cache Controller controller logic, and 82491 Cache SRAMs can be performed by 
using the test data registers within the Pentium processor CPU-Cache Chip Set and external 
connections. The 82491 cache SRAMs can be tested using standard cache memory testing 
techniques to flush, write, and read the 82491 cache Controller. 

The 'IEEE Standard 1149.1 Test Access Port (TAP) and Boundary Scan Architecture' is 
implemented to access the Pentium processor CPU-Cache Chip Set testability features, e.g. 
BIST and boundary scan interconnect test. There are more testability features designed around 
TAP and boundary scan architecture in each component. For a tutorial or details about bound­
ary scan architecture, the user may also refer to the IEEE 1149.1 standard. 

11.1. BUILT-IN SEL T TEST (BIST) 

The BIST tests the internal functionality of the chip set components: approximately 70% of the 
Pentium microprocessor, 80% of the 82496 Cache Controller cache controller, and 98% of the 
82491 Cache Controller Memory devices (100% of the SRAM Array). BIST will test the 
Pentium processor CPU, micro code ROM, cache controller, TLB, and 82496 Cache 
Controller/82491 caches. 

There are two ways to activate BIST of the Pentium processor and 82496 Cache Controller. 
The first, or conventional method, is to initialize and perform BIST is as follows: 

1. Drive CRDY#[SLFTST#] LOW and MBALE[HIGHZ#] HIGH at least 10 CLKs before 
RESET goes inactive to initiate 82496 Cache Controller BIST. 

2. Drive INIT HIGH during reset to initiate Pentium processor CPU BIST (refer to the 
Pentium processor CPU EDS for details). 

3. Clock at least S12K cycles at normal operating frequency for Pentium processor and 90K 
CLKs for 82496 Cache Controller to finish the BIST. The results of Pentium processor 
CPU and 82496 Cache Controller BIST are indicated by the Pentium processor EAX 
register contents and the 82496 Cache Controller CAHOLD signal, respectively. If the 
BIST was successful, the Pentium processor CPU EAX register contains "0". If the 82496 
Cache Controller BIST passed, CAHOLD is HIGH and can be sampled 1 CLK after 
FSIOUT# goes inactive. 

The second way to perform Pentium processor or 82496 Cache Controller BIST, and the only 
way to perform 82491 Cache Controller BIST, is to activate BIST through TAP controllers and 
boundary scan architecture. The user needs to refer to the next section of this section and IEEE 
1149.1 standard for the test mode and instruction to activate Pentium processor BIST. The 
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procedure is as follows: 

1. Set up and initiate Pentium processor, 82496 Cache Controller, or 82491 Cache SRAM 
BISTmode 

a. Ensure that all cycles are complete prior to entering BIST. 

b. Put Pentium processor, 82496 Cache Controller, or 89491 Cache SRAM TAP 
controllers in SHIFT-IR state (by shifting in test mode data through TMS pin). 

c. Shift in RUNBIST instructions into Pentium processor, 82496 Cache Controller, and 
82491 Cache SRAM TAP controllers instruction registers. 

2. Start RUNBIST test 

a. Put Pentium processor, 82496 Cache Controller, or 82491 Cache SRAM TAP 
controllers and test circuits in RUN-TEST-IDLE state (by shifting in test mode data 
through TMS pin). 

b. Clock CLK at least 512K cycles at normal operating frequency for Pentium processor, 
90K cycles for the 82496 cache controller, and 250K cycles for the 82491 cache 
SRAM to complete the BIST. 

c. JTAG must remain in the RUN-TEST-IDLE state until BIST completion. 

d. RESET may not be asserted to the 82496 Cache Controller during execution of the 
RUNBIST instruction. 

3. Examination of the RUNBIST results 

a. Set Pentium processor, 82496 Cache Controller, or 82491 Cache SRAM component 
TAP controllers and test circuits in SHIFf-DR state (by shifting in test mode data 
through TMS pin). 

b. Shift out and examine the data of Pentium processor, 82496 Cache Con1;roller or 
82491 Cache SRAM RUNBIST registers. If BIST is successful, the contents of the 
Pentium processor, 82496 Cache Controller, or 82491 Cache SRAM RUNBIST regis­
ters are "0". 

c. Results must be observed via the TDO output prior to system reset or the pass/fail 
value will be lost. 

4. If the BIST is passed, perform CPU or cache reset and then begin normal operation. 

On the Pentium processor, 82496 Cache Controller, or 82491 Cache SRAM, BIST only 
indicates that a failure did or did not occur. BIST cannot indicate where a failure occurred. 

11.2. BOUNDARY SCAN 
The 'IEEE Standard 1149.1 Test Access Port (TAP) and Boundary Scan Architecture' has been 
implemented in the Pentium processor CPU -Cache Chip Set to test the connections between 
components. By implementing this feature, 100% of the Pentium processor CPU-Cache Chip 
Set interconnectivity can be tested. This is one method of ensuring product integrity. 

The boundary scan architecture in Pentium processor CPU-Cache Chip Set is a fully boundary­
scannable type design. Each component of Pentium processor CPU-Cache Chip Set has its 
own TAP controller, boundary scan register, bypass register, etc. The boundary scan chain 
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may be connected from one of the Pentium processor CPU-Cache Chip Set components' TDI 
signal pin to the 82496 Cache Controller, Pentium processor, eight (or more) 82961 Cache 
SRAMs, and then back to the original components TDO signal pin. This approach is a single­
chain design. There are 403 scan cells in the Pentium processor CPU-Cache Chip Set boundary 
scan chain (eg. the Pentium processor contains 175 cells, the 82496 Cache Controller contains 
160 cells, and the 82491 Cache SRAM contains 68 cells). System designers may add other 
components which have boundary scan capability to the scan chain. 

11.2.1. Boundary Scan Architecture 
The Pentium processor CPU-Cache Chip Set boundary scan test logic contains the following 
elements and features: 

1. TAP - Five dedicated signal pins consisting of TMS, TCK, TDI, and TRST# input pins 
and TDO output pin. (Note: the 82491 Cache SRAM does not utilize the TRST# input 
signal.) 

2. TAP controllers - All TAP circuitry is IEEE 1149.1 standard compatible. 

3. Test Data Registers - There are at least four test data registers in each Pentium processor 
CPU-Cache Chip Set component. These are: Bypass Register, Device Identification 
Register, RUNBIST register, and Boundary Scan Register. 

4. Instructions and Instruction Registers - Every 82496 Cache Controller and 82491 Cache 
SRAM component has a 4-bit instruction register which supports all public instructions. 
The Pentium processor has a 13-bit instruction register. The public instructions supported 
by the Pentium processor CPU-Cache Chip Set are: BYPASS, SAMPLEjPRELOAD, 
RUNBIST, and EXTEST; and optional mCODE instruction. 

5. The maximum operating frequency of boundary scan test CLK is 16 MHz. 

11.2.2. Test Data Registers 
The two required test data registers, Bypass and Boundary scan registers, a Device 
Identification register, and a RUNBIST register are provided in Pentium processor CPU-Cache 
Chip Set boundary scan design. The test data registers can be selected by shifting the 
appropriate instruction into the TAP controllers instruction registers. Table 11-1 lists the 
lengths of Pentium processor CPU -Cache Chip Set boundary scan test data registers. 
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Table 11-1. 82496 Cache Controller/82491 Cache SRAM Boundary Scan Test Data 
Register Length 

Pentium™ CPU Cache Controller CacheSRAM 

Boundary scan Register 175 bits 160 bits 68 bits 

BYPASS Register 1 bit 1 bit 1 bit 

ID Register 32 bits 32 bits 32 bits 

RUNBIST Register 1 bit 1 bit 1 bit 

11.2.2.1. BYPASS REGISTER 

The Bypass Register is a one-bit shift register that can be selected to reduce the length of the 
scan path selected within Pentium processor CPU-Cache Chip Set. This path can be selected 
when no test operation is being performed to allow rapid movement of test data to and from 
other components on the board. 

11.2.2.2. BOUNDARY SCAN REGISTER 

The Boundary Scan Register is a shift register containing the boundary scan cells that are built 
within all input and output buffers of the Pentium processor/82496 Cache Controller/82491 
Cache SRAM components. Figure 11-1 shows the logical structure of the boundary scan 
register within each component. The data is driven out by output cells and the value of the 
signal is captured and compared on the corresponding input cell of a input pin. The boundary 
scan register is utilized for the EXTEST and SAMPLE tests. The lists and their sequence of 
boundary scan register of Pentium processor CPU-Cache Chip Set components are described 
in a later section. 
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Figure 11-1. Boundary Scan Register Structure of a Component 

DEVICE IDENTIFICATION REGISTER, 

The Device Identification Register contains the manufacturer's identification code, part number 
code, and version code in the format shown in Figure 11-2. The content of the Device 
Identification Register changes with the stepping of the 82496 Cache Controller, 82491 Cache 
SRAM, or Pentium processor used. Table 11-2 lists the codes for the components (Pentium 
processor, 82496 Cache Controller, and 82491 Cache SRAM) used in the Pentium processor 
CPU-Cache Chip Set chip set. 

WH#N.~HH~NNHHQUQHHNUU~~~'?'F~JJ/' 

VERSION PART NUMBER 
MANUFACTURER 1 IDENTITY 

'" 

CDB91 

Figure 11-2. Device 10 Register 
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Table 11-2. Pentium™ Processor CPU-Cache Chip Set Component Device 
Identification Code 

Component Version Part Number Code Manufacturer LSB Entire 10 
Code Identity Code 

(4 bits) (7 bits) (9 bits) (11 bits) (1 bit) (32 bits) 
Product Type Product 

Specific 

Family I Model 

Pentium™ 0000 0000001 0101 00001 00000001 001 1 
Processor 

82496 Cache 0000 0000010 0101 00001 00000001 001 1 
Controller 

82491 Cache 0000 0000010 0101 00010 00000001 001 1 
SRAM 

11.2.2.4. RUNBIST REGISTER 

The RUNBIST Registers are one-bit registers used to store and report the results of the 
Pentium processor, 82496 Cache Controller, and 82491 Cache SRAM BIST. The Pentium 
processor, 82496 Cache Controller and 82491 Cache SRAM RUNBIST registers are loaded 
with "0" upon successful completion and "1" upon an unsuccessful completion. 

11.2.3. Instruction Register 
The instruction registers of Pentium processor CPU-Cache Chip Set components are used to 
select the test mode and the test data register to be accessed within each Pentium processor 
CPU-Cache Chip Set component for one test task. The instruction registers are four bits wide 
for the 82496 Cache Controller and 82491 Cache SRAM. The instruction register is 13 bits 
wide in the Pentium processor. The MSB is connected to TDI and the LSB is connected to 
TDO. Upon entering the Capture-IR TAP controller state, all instruction registers within the 
Pentium processor CPU-Cache Chip Set are loaded with the default "0001" instruction for 
SAMPLE/PRELOAD. 

11.2.3.1. PENTIUM PROCESSOR CPU-CACHE CHIP SET BOUNDARY SCAN 
INSTRUCTION SET 

The Pentium processor CPU-Cache Chip Set supports all three mandatory boundary scan 
instructions (BYPASS, SAMPLE/PRELOAD and EXTE~T) as well as two optional 
instructions (IDCODE and RUNBIST). Table 11-3 lists the boundary scan instruction codes of 
Pentium processor CPU-Cache Chip Set components. Execution of the PRIVATE instructions 
may cause hazardous operation and the breakage of the scan chain in the Pentium processor 
CPU-Cache Chip Set. Thus, it is not recommended. RESERVED instructions are not used by 
Intel. 
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0000 

0001 

0010 

0011 

0100 

0101 

0110 

0111 

1000 

1001 

1010 

1011 

1100 

1101 

1110 

1111 

Table 11-3. 82496 Cache Controller/82491 Cache SRAM Boundary Scan 
Instruction Codes 

Pentium ™ CPU Cache Controller CacheSRAM 

EXTEST EXTEST EXTEST 

SAMPLE/PRELOAD SAMPLE/PRELOAD SAMPLE/PRELOAD 

IDCODE IDCODE IDCODE 

PRIVATE PRIVATE RESERVED 

PRIVATE PRIVATE PRIVATE 

PRIVATE PRIVATE RESERVED 

PRIVATE PRIVATE RESERVED 

RUNBIST RUNBIST RUNBIST 

PRIVATE PRIVATE RESERVED 

PRIVATE RESERVED RESERVED 

PRIVATE RESERVED RESERVED 

PRIVATE RESERVED RESERVED 

PRIVATE RESERVED RESERVED 

PRIVATE RESERVED RESERVED 

PRIVATE RESERVED RESERVED 

BYPASS BYPASS BYPASS 

EXTEST 

The instruction code is "0000". The EXTEST instruction and test mode is used to test 
component board interconnections. Its use is to drive test data, which is loaded into the 
boundary scan register output cells, through component output pins. It then allows the test data 
to propagate and to be captured on the corresponding boundary scan input cells. I/O pins are 
selected according to the types of I/O buffers and boundary scan cells designed in the 
boundary scan register. Values shifted into input latches in the boundary scan register should 
not be used to drive the intemallogic of any component. Thus, when ANY individual chip set 
component preforms EXTEST, it must be reset before normal (non-boundary scan) operation. 

SAMPLE/PRELOAD 

The instruction code is "0001". SAMPLE/PRELOAD performs two functions. The test mode 
activated by SAMPLE/pRELOAD instruction will cause the Pentium processor CPU-Cache 
Chip Set components to capture a "snap-shot" of the input and output states of the component. 
It also allows the loading of scan cells with pre-determined data to set up component input and 
output conditions. 
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meODE 

The instruction code is "0010". This mCODE instruction selects the device identification 
register and causes the devices identification code to be loaded into ID register which can be 
shifted out of the components for examination. Since the device identification is coded by 
hardware, the data being shifted in on TDI while shifting out identification will not alter device 
identification. 

The mCODE instruction is forced into the Pentium processor CPU-Cache Chip Set 
components to allow the devices identifications to be selected whenever the TAP controller has 
been reset or powered-on. 

BYPASS 

The instruction code is "1111". The BYPASS instruction selects the bypass register for shifting 
the data to and from other components rapidly by reducing the shift register length to one bit 
when no test operation of that component is required. 

RUNBIST 

The instruction code is "0111". The RUNBIST instruction selects the one-bit RUNBIST 
register and initiates the Pentium processor CPU-Cache Chip Set BIST. The BIST of Pentium 
processor 82496 Cache Controller and 82491 Cache SRAM begins on the first rising edge of 
TCK after entering the Run-Test/ld1e state. It requires at least S12K CLK (CLK) cycles at 
normal operating frequency in the Run-TestlIdle state to complete BIST and store the result to 
the RUNBIST register. After the BIST has been performed, the value in the RUNBIST register 
can be shifted out through TDO pin for examination. A value of "0" for Pentium processor, 
82496 Cache Controller, and 82491 Cache SRAM indicates that BIST completed successfully. 
After executing the RUNBIST instruction, the Pentium processor CPU-Cache Chip Set must 
be reset before normal (non-boundary scan) operation. Note that the pass/fail indication must ' 
be read via the TDO output prior to system reset or the result will be lost. Also note that the 
RESET signal may not be active when the RUNBIST instruction is being executed in the 
IT AG controller. 

11.2.4. Test Access Port (TAP) Controller 
The TAP controller is a synchronous, finite state machine. It controls the sequence of 
operations of the test logic. The state diagram and some features for the TAP controller is 
shown in Figure 11-3 and this section for reference. The user should refer to IEEE 1149.1 
standard for more details. 
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CDB92 

Figure 11-3. TAP Controller State Diagram 

11.2.4.1. TEST-LOGIC-RESET STATE 

TRST# is a test logic control pin. When asserted, it will force the TAP controller into the Test 
Logic Reset State (see the TAP controller state diagram, Figure 11-3). 

When in Test-Logic-Reset State, the test logic is disabled so that normal operation of the 
device can continue unhindered. During initialization, the Pentium processor or 82496 Cache 
Controller initializes the instruction register such that the IDCODE instruction is loaded. 

On power up, the TAP controller is automatically initialized to the test logic reset state (test 
logic disabled), so normal Pentium processor, 82496 Cache Controller or 82491 Cache SRAM 
behavior is the default. The TAP controller can also be reset by holding TMS input pin HIGH 
for at least five TCK clock cycles or by asserting the TRST# pin. 
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11.2.4.2. CAPTURE-IR STATE 

The fixed binary pattern "0001" is loaded into the instruction register of the 82496 Cache 
Controller and 82491 Cache SRAM in Capture-IR state. The fixed binary pattern 
"0000000000001" is loaded into the instruction register of the Pentium processor in the 
Capture-IR state. This fixed pattern and the device ID can be used to isolate the fault in the 
Pentium processor CPU-Cache Chip Set scan chain and control mechanism. 

11.2.5. Boundary Scan Register Cell 
The boundary scan register for each component contains a cell for each pin, as well as cells for 
controlling and enabling bi-directional and tri-state cells/pins. 

11.2.5.1. PENTIUM PROCESSOR BOUNDARY SCAN REGISTER CELL 

The Boundary Scan Register for the Pentium processor contains a cell for each pin. There are a 
total of 175 cells. The following is the bit order of the Pentium processor Boundary Scan 
Register (left to right, top to bottom): 
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TOI --> 

Reserved, Reserved, Reserved, RESET, FRCMC#, PEN#, RIS#, 

NMI, INTR, IGNNE#, SMI#, INIT, Reserved, ClK, 

Reserved, A3, M, A5, A6, A7, A8, 

A9, A10, A11, A12, A13, A14, A15, 

A16, A17, A18, A19, A20, A21, A22, 

A23, A24, A25, A26, A27, A28, A29, 

A30, A31, BTO, Disabus', BT1, BT2, BT3, 

BE7#, BE6#, BE5#, BE4#, BE3#, BE2#, BE1#, 

BEO#, SCYC, O/C#, PWT, PCO, W/R#, AOS#, 

AOSC#, PROY, AP, lOCK#, HlOA, APCHK#, PCHK#, 

HIT#, HITM#, Oisbus', BREQ, SMIACT#, A20M#, FlUSH#, 

HalO, WBIWT#, EWBE#, EAOS#, BUSCHK#, AHOlO, BROYC#, 

BROY#, KEN#, NA#, INV, BOFF#, IU, IV, 

CACHE#, M/IO#, BP3, BP2, PM1/BP1, PMO/BPO, Oismisc', 

FERR#, IERR#, Ois/rc', OPO, 00, 01, 02, 

03, 04, 05, 06, 07, OP1, 08, 

09, 010, 011, 012, 013, 014, 015, 

OP2, 016, 017, 018, 019, 020, 021, 

022, 023, OP3, 024, 025, 026, 027, 

028, 029, 030, 031, OP4, 032, 033, 

034, 035, 036, Oiswr', 037, 038, 039, 

OP5, 040, 041, 042, 043, 044, 045, 

046, 047, OP6, 048, 049, 050, 051, 

052, 053, 054, 055, OP7, 056, 057, 

058, 059, 060, 061, 062, 063, IBT 

--> TOO 

"Reserved" includes the no connect "NC" signals on the Pentium processor. 

The cells marked with * are control cells that are used to select the direction of bidirectional 
pins or tristate the output pins. If "1" is loaded into the control cell, the associated pines) are 
tristated or selected as input. The following lists the control cells and their corresponding pins: 

Disabus: 

Disbus: 

Dismisc: 

Disfrc: 

Diswr: 

11.2.5.2. 

A31-A3, AP, BT3-BTO 

ADS#, BE7-O#, CACHE#, SCYC, M/lO#, D/C#, W/R#, PWT, PCD, LOCK# 

BREQ, APCHK#, SMIACT#, PRDY, IU, IV, IBT, BP3, BP2, PM1/BP1, 
PMO/BPO, FERR#, HITM#, HIT#, PCHK#, HLDA 

IERR# 

D63-DO, DP7-0 

82496 CACHE CONTROLLER BOUNDARY SCAN REGISTER CELL 

The following is the listing and sequence of scan cells of the 82496 Cache Controller boundary 
scan register (left to right, top to bottom). There are a total of 160 cells. 
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TDI --> MKEN# KWEND#, SWEND#, BGT#, CNA#, BRDY#, 

CRDY#, MAPERR#, APERR#, IPERR#, SNPBSY#, MHITM#, MTHIT#, 

KLOCK#, MWBWT#, DRCTM#, MRO#, CWAY, Reserved, SMLN#, 

NENE#, EWBE#, APIC#, SNPCYC#, CAHOLD, FSIOUT#, PALLC#, 

SNPADS#, CADS#, CDTS#, CWR#, CSCYC, CCACHE#, CPWT, 

CPCD, CDC#, CMIO#, RDYSRC, MCACHE#, AP, CFA3, 

CFA2, TAG11, TAG10, TAG9, TAG8, TAG7, TAG6, 

TAG5, TAG4, TAG3, TAG2, TAG1, TAGO, SET10, 

SET9, SET8, SET7, SET6, SET5, SET4, SET3, 

SET2, SET1, SETO, CLK, CFA6, CFA10, CFA9, 

CFA8, CFA7, CFA5, CFA4, CFA1, CFAO, ADS#, 

SCye, BLAST#, CACHE#, LOCK#, BLE#, BLEC#, BOFF#, 

KEN#, AHOLD, WR#, MIO#, DC#, PWT, PCD, 

HITM#, Reserved, EADS#, NA#, INV, BRDYC1#, BRDYC2#, 

WBWT#, WAY, WRARR#, MCYC#, BUS#, MAWEA#, WBWE#, 

WBA, WBTYP, MCFAO, MCFA1, MCFA4, MCFA5, MCFA6, 

MCFA7, MCFA8, MCFA9, MCFA10, MSETO, MSET1, MSET2, 

MSET3, MSET4, MSET5, MSET6, MSET7, MSET8, MSET9, 

MSET10, MAP, MTAGO, MTAG1, MTAG2, MTAG3, MTAG4, 

MTAG5, MTAG6, MTAG7, MTAG8, MTAG9, MTAG10, MTAG11, 

MCFA2, MCFA3, RESET, MAOE#, MBAOE#, SNPCLK, SNPSTB#, 

SNPINV, FLUSH#, SYNC#, SNPNCA, MBALE, MALE, jmaoe#, 

jooe#, jcfa4oe#, jcfa50e#, jcaoe#, Reservedoe#, jwbwtoe#, jnaoe#, 

--> TDO 

The following cells are control cells that are used to select the direction of bidirectional pins or 
tristate the output pins. If "1" is loaded into the control cell, the associated pin(s) are tristated 
or selected as input. The following lists the control cells and their corresponding pins: 

jnaoe# controls 

jwbwtoe# controls 

jcaoe# controls 

jcfaSoe# controls 

jcfa40e# controls 

jooe# controls 

jmaoe# controls 

Reservedoe# controls 

11-12 

NA# 

WBWT# 

CFAO-CFA3, CFA6-CFAI0, SETO-SETlO, TAGO-TAG1I, AP 

CFA5 

CFA4 

WBTYP, WBA, WBWE#, MA WEA#, BUS#, MCYC#, 
WRARR#, WAY, BRDYC2#, BRDYCI#, INV, AHOLD, KEN#, 
BOFF#, BLEC#, BLE#, MCACHE#, RDYSRC, CMIO#, CDC#, 
CPCD, CPWT, CCACHE#, CSCYC, CWR#, CDTS#, CADS#, 
SNPADS#, PALLC#, FSIOUT#, CAHOLD, SNPCYC#, APIC#, 
EWBE#, NENE#, SMLN#, CWAY, KLOCK#, MTHIT#, 
MHITM#, SNPBSY#, IPERR#, APERR#, MAPERR# 

MCFAO-MCFAlO, MSETO-MSETlO, MTAGO-MTAG II,MAP 

Reserved (Note: Reservedoe# must be '1 ') 
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11.2.5.3. 82491 CACHE SRAM BOUNDARY SCAN REGISTER CELL 

The following is the listing and order of the 82491 Cache SRAM boundary scan register (left 
to right, top to bottom). There are a total of 68 cells. 

TDI --> 

MDATA7, MDATA3, MDATA6, MDATA2, MDATA5, MDATA1, MDATM, 

MDATAD, mdataoeDl, mdataoe23, mdataoe47, MDOE#, MZBT#, MBRDY#, 

MEOC#, MFRZ#, MSEl#, MClK, MOClK, RESET, ClK, 

MBE#[PAR#J, mbeoe, BlEC#, BOFF#, WBTYP, WBA, WBWE#, 

BUS#, MAWEA#, MCYC#, CRDY#, WRARR#, WAY, cdataoeDl, 

cdataoe23, cdataoe47, CDATM, CDATAD, CDATA2, CDATA5, CDATA6, 

CDATA1, CDATA3, CDATA7, WR#, BlAST#, BRDY#, BRDYC#, 

HITM#, ADS#, BE#, AD, Al, A2, A3, 

M, A5, A6, A7, A8, A9, A1D, 

All, A12, A13, A14, A15 

--> TDO 

The following cells are control cells that are used to select the direction of bidirectional pins or 
tristate the output pins. If "1" is loaded into the control cell, the associated pin(s) are tristated 
or selected as input. The following lists the control cells and their corresponding pins: 

• mdataoe01, mdataoe23, and mdataoe47 control the MDATA[7:0] pins. 

• cdataoeOl, cdataoe23, and cdataoe47 control the CDATA[7:0] pins. 

• mbeoe controls the MBE#[P AR#] pin. 

11.2.6 .. Boundary Scan Description Language (BSDL) 

The VHDL has been used to describe component boundary scan design information by IEEE 
as BSDL. However, component BSDL files are not included in this documentation. The user 
can refer to the paper "A Language for Describing Boundary-Scan Devices" by Ken Parker, 
(pages 222-234 of the Proceeding in 1990 International Test Conference) or contact an Intel 
salesperson for more information on writing a BSDL file. 

11.2.7. Boundary Scan Signal Descriptions 

The functionality of TDI, TMS, TDO, TRST#, and TCK are described in Chapter 5. 

11.3. 82491 CACHE SRAM TESTING 

The 82491 cache SRAMs of the 82496 Cache Controller/82491 Cache SRAM can be tested 
using standard cache memory testing techniques. One example is shown as follows: 

1. Flush and reset the Pentium processor CPU -Cache Chip Set cache 
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2. Write Is to every bit of a block of memory equal to the cache size 

3. Read the block of memory to fill the cache, tagging the data as read only using the MRO# 
signal 

4. Write Os to every bit in the block of memory 

5. Read the block, the cache hits should be allIs 

6. Repeat the process, exchanging 0 for 1 and 1 for 0 

In this example, the code to test the cache must be non-cacheable to the 82496 Cache 
Controller. Also, the CPU cache must be on so that the 82496 Cache Controller will perform 
line-fills. ' 
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APPENDIX A 
SUPPLEMENTAL INFORMATION 

Some non-essential information regarding the Pentium processor are considered Intel 
confidential and proprietary and have not been documented in this publication. This 
information is provided in the Supplement to the Pentium™ Processor User's Manual once the 
appropriate non-disclosure agreements are in place. Please contact Intel Corporation for 
details. 
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Tel (800) 628-8686 
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410 North 44th Street 
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Phoenix 85008 
Tel (800) 628-8686 
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SUite 2aOe 
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1781 Fox Drive 
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15260 Ventura Boulevard 
SUite 360 
Sherman Oaks 91403 
Tel (800) 628-8686 
FAX (818) 995-6624 

COLORADO 

*tlntel Corp 
600 S Cherry St 
SUite 700 
Denver 80222 
Tel (800) 628-8686 
TWX 910-931-2289 
FAX (303) 322-8670 

CONNECTICUT 

tlntel Corp 
103 Mill Plain Road 
Danbury 06811 
Tel (800) 628-8686 
FAX (203) 794-0339 

FLORIDA 

tlntel Corp 
800 Fairway Dnve 
SUite 160 
Deertleld Beach 33441 
Tel (800) 628-8686 
FAX (305) 421-2444 

tlntel Corp 
5850 T G Lee Blvd 
SUite 340 
Orlando 32822 
Tel (800) 628-8686 
FAX (407) 240-8097 

"lSales and Service Office 
*Flsld Appllcatton Locat~on 

NORTH AMERICAN SALES OFFICES 
GEORGIA *tlntel Corp *tlntel Corp 

2950 Express Dr , South 5000 Quorum Drive 
tlntel Corp SUite 130 SUite 750 20 Technology Parkway Islandia 11722 Dallas 75240 
SUite 150 Tel (800) 628-8686 Tel (800) 628-8686 
Norcross 30092 TWX 510-227-6236 *tlntel Corp Tel (800) 628-8686 FAX (516) 348-7939 
FAX (404) 605-9762 20515 SH 249 

tlntel Corp SUite 401 
ILLINOIS 300 Westage Busmess Center Houston 77070 

*tlntel Corp SUite 230 Tel (800) 628-8686 
Fishkill 12524 TWX 910-881-2490 

Woodfield Corp Center III Tel (800) 628-8686 FAX (713) 988-3660 300 N Martingale Road FAX (914) 897-3125 SUite 400 UTAH Schaumburg 60173 OHIO tlntel Corp Tel· (800) 628-8686 
FAX (708) 706-9762 *tlntel Corp 

3401 Park Center Drive 
428 East 6400 South 
SUite 135 

INDIANA SUite 220 Murray 84107 

tlntel Corp 
Dayton 45414 Tel (800) 628-8686 
Tel (800) 628-8686 FAX (801) 268-1457 8910 Purdue Road TWX 810-450-2528 

SUite 350 FAX (513) 890-8658 WASHINGTON 
Indianapolis 46268 

*Inlel Corp tlntel Corp Tel (800) 628-8686 
FAX (317) 875-8938 Four Commerce Park Square 2800 156th Avenue S E 

23200 Chagnn Blvd, SUite 600 SUite 105 
MARYLAND Beachwood 44122 Bellevue 98007 

*tlntel Corp 
Tel (800) 628-8686 Tel (800) 628-8686 

10010 Junction Dr 
FAX (216) 464-2270 FAX (206) 746-4495 

SUite 200 OKLAHOMA Intel Corp 
Annapolis JunctIOn 20701 408 N Mullan Road 
Tel (800) 628-8686 Intel Corp SUite 105 
FAX (410) 206-3678 6801 N Broadway Spokane 99206 

SUite 115 Tel (800) 628-8686 
MASSACHUSETTS Oklahoma City 73162 FAX (509) 928-9467 

*tlntel Corp Tel (800) 628-8686 
WISCONSIN 

Westford Corp Center 
FAX (405) 840-9819 

5 Carlisle Road OREGON Intel Corp 
2nd Floor 400 N Executive Dr 
Westford 01886 tlntel Corp SUite 401 
Tel (800) 628-8686 15254 N W Greenbrier Pkwy Brookfield 53005 
TWX 710-343-6333 BUlldmg B Tel (800) 628-8686 
FAX (508) 692-7867 Beaverton 97006 FAX (414) 789-2746 

Tel (800) 628-8686 
MICHIGAN TWX 910-467-8741 

CANADA tlntel Corp 
FAX (503) 645-8181 

7071 Orchard Lake Road PENNSYLVANIA BRITISH COLUMBIA SUite 100 
West Bloomfield 48322 *tlntel Corp Intel Semiconductor of 
Tel (800) 628-8686 925 Harvest Dnve Canada, Ltd 
FAX (313) 851-8770 SUite 200 999 Canada Place 

Blue Ben 19422 SUite 404, #11 
MINNESOTA Tel (800) 628-8686 Vancouver V6C 3E2 
tlntel Corp 

FAX (215) 641-0785 Tel (800) 628-8686 

3500 W 80th St *tlntel Corp FAX (604) 844-2813 
SUIte 360 400 Penn Center Blvd 

ONTARIO Bloommgton 55431 SUite 610 
Tel (800) 628-8686 Pittsburgh 15235 tlntel Semiconductor of 
TWX 910-576-2867 Tel (800) 628-8686 Canada, Ltd 
FAX (612) 831-6497 FAX (412) 829-7578 2650 Queensvlew Drive 

SUite 250 
NEW JERSEY SOUTH CAROLINA Ottawa K2B 8H6 

~t~~~~ftC~w.ce Center 
Intel Corp Tel (800) 628-8686 

100 Executive Center Drive FAX (613) 820-5936 

125 Half Mile Road SUite 109, B183 tlntel Semiconductor of 
Red Bank 07701 Greenville 29615 Canada, Ltd 
Tel (800) 628-8686 Tel (800) 628-8686 190 Anwell Dnve 
FAX (908) 747-0983 FAX (803) 297-3401 SUite 500 

NEW YORK TEXAS 
Rexdale M9W 6H8 
Tel (800) 628-8686 

*Intel Corp tlntel Corp FAX (416) 675-2438 

850 Cross keys Office Park 8911 N Capital of Texas Hwy 
QUEBEC Fairport 14450 SUite 4230 

Tel (800) 628-8686 Austm 78759 tlntel Semiconductor of 
TWX 510-253-7391 Tel (800) 628-8686 Canada, Ltd 
FAX· (716) 223-2561 FAX (512) 338-9335 1 Rue Holiday 

SUite 115 
Tour East 
Pt Claire H9R 5N3 
Tel (800) 628-8686 
FAX 514-694-0064 



intel® 
ALABAMA 

Arrow/Schwaber ElectroniCS 
1015 Henderson Road 
Huntsville 35816 
Tel (205) 837-6955 
FAX (205) 895-0126 

Hamllton/Avnet 
4960 Corporate Drive, #135 
Huntsville 35805 
Tel (205) 837-7210 
FAX (205) 830-8404 

~9~oS6~~~~~~a~rS, #120 
Huntsville 35805 
Tel (205) 830-9526 
FAX (205) 830-9557 

Pioneer T echnologl9s Group 
4835 University Square, #5 
Huntsville 35816 
Tel (205) 837-9300 
FAX (205) 837-9358 

ARIZONA 

Arrow/Schweber Electronics 
2415 W Ene Drive 
Tempe 85282 
Tel (6021 431-0030 
FAX (602) 431-9555 

Avnet Computer 
1626 S Edwards Drive 
Tempe 85281 
Tel (602) 902-4642 
FAX (602) 902-4646 

Hamllton/Avnet 
1626 S Edwards Dnve 
Tempe 85281 
Tel (602) 902-4700 
FAX (602) 902-4747 

Wyle laboratories 
4141 E Raymond 
Phoenix 85040 
Tel (602) 437-2088 
FAX (602) 437-2124 

CALIFORNIA 

Arrow CommerCial Systems Group 
1502 Crocker Avenue 
Hayward 94544 
Tel (510) 489-5371 
FAX (510) 391-1742 

Arrow Commercial Systems Group 
14242 Chambers Road 
Tustin 92680 
Tel (714) 544-0200 
FAX (714) 454-4203 

Arrow/Schweber Electronics 
26707 W Agoura Road 
Calabasas 91302 
Tel (818) 880-9686 
FAX (818) 880-4687 

Arrow/Schweber Electronics 
9511 Rldgehaven Court 
San Diego 92123 
Tel (619) 565-4800 
FAX (619) 279-0862 

Arrow/Schweber Electronics 
1180 Murphy Avenue 
San Jose 95131 
Tel (408) 441-9700 
FAX (408) 453-4810 

Arrow/Schweber Electronics 
48834 Kato Rd , SUite 103 
Fremont 94538 
Tel (510) 440-2681 
FAX (510) 490-1084 

Arrow/Schweber Electronics 
6 Cromwell, SUite 100 
Irvine 92718 
Tel (714) 838-5422 
FAX (714) 454-4203 

Avnet Computer 
3170 Pullman Street 
Costa Mesa 92626 
Tel (714) 641-4179 
FAX' (714)641-4170 

NORTH AMERICAN DISTRIBUTORS 
Avnet Computer :r~'eE L~~~~~t~~~~ue Hamllton/Avnet 
1361 8 West 190th Street 3425 Corporate Way, #G 
Gardena 90248 Thornton 80241 Duluth 30136 
Tel (310) 217-6830 Tel (303) 457-9953 Tel (404) 623-5475 
FAX (310) 327-5389 FAX (303) 457-4831 FAX (404) 623-5490 

Avnet Computer CONNECTICUT Pioneer Technologies Group 
1175 Bordeaux Drive 4250 C Rlvergreen Parkway 
Sunnyvale 94089 Arrow/Schweber Electronics Duluth 30136 
Tel (408) 743-3454 12 Beaumont Road Tel (404) 623-1003 
FAX (408) 743-3348 Wallingford 06492 FAX (404) 623-0665 

Hamilton/Avnet 
Tel (203) 265-7741 

ILLINOIS 
3170 Pullman Street 

FAX (203) 265-7988 

Costa Mesa 92626 Avnet Computer Arrow/Schweber Electronics 
Tel (714) 641-4182 55 Federal Road, #103 1140 W Thorndale Rd 
FAX (714) 641-4149 Danbury 06810 Itasca 60143 

Hamllton/Avnet Tel (203) 797-2880 Tel (708) 250-0500 
FAX (203) 791-2896 FAX 708-250-0916 

1175 Bordeaux Drive 
Sunnyvale 94089 Hamllton/Avnet Avnet Computer 
Tel (408) 743-3300 55 Federal Road, #103 1124 Thorndale Avenue 
FAX (408) 745-6679 Danbury 06810 Bensenville 60106 

Hamllton/Avnet 
Tel (203) 743-9799 Tel (708) 860-8573 

4545 Vlewrldge Avenue FAX (203) 797-0373 FAX (708) 773-7978 

San Diego 92123 Pioneer-Standard Hamllton/Avnet 
Tel (619) 571-7540 2 Trap Falls Rd , #101 1130 Thorndale Avenue 
FAX (619) 277-6136 Shelton 06484 Bensenville 60106 

Hamllton/Avnet 
Tel (203) 929-5600 Tel (708) 860-7700 

21150 Cahfa St 
FAX (203) 929-9791 FAX (7081860-8532 

Woodland Hills 91367 FLORIDA MTI Systems 
Tel (818) 594-0404 1140 W Thorndale Avenue 
FAX (818) 594-8233 Arrow/Schweber Electronics Itasca 60143 

Hamllton/Avnet 400 Fairway Drive, #102 Tel' (708) 250-8222 
Deerlleld Beach 33441 FAX (708) 250-8275 

755 Sunnse Avenue, #150 Tel (305) 429-8200 Pioneer-Standard Roseville 95661 FAX (305) 428-3991 
Tel (916) 925-2216 2171 Executive Dr , #200 
FAX (916) 925-3478 Arrow/Schweber ElectroniCS Addison 60101 

Pioneer Technologies Group 
37 Skyline Dnve, #3101 Tel (708) 495-9680 
Lake Mary 32746 FAX (708) 495-9831 

134 RIO Robles Tel (407) 333-9300 
San Jose 95134 FAX (407) 333-9320 INDIANA 
Tel (408) 954-9100 
FAX (408) 954-9113 Avnet Computer Arrow/Schweber ElectroniCS 

Pioneer Standard 541 S Orlando Ave, #203 7108 LakeView Parkway West Dr 
Mailian 32751 Indianapolis 46268 217 Technology Dr, #110 Tel (407) 539-2888 Tel (317) 299-2071 Irvine 92718 FAX' (407) 539-2085 FAX (317) 299-2379 

Tel (714) 753-5090 
FAX (714) 753-5074 Hamllton/Avnet Avnet Computer 

5371 N W 33rd Ave, #204 655 W Carmel Dr , #120 
Pioneer Standard Ft Lauderdale 33309 Carmel 46032 
5850 Canoga Ave, #400 Tel (305) 733-6300 Tel (317) 575-8029 
Woodland Hills 91367 FAX (305) 484-8369 FAX (317) 844-4964 
Tel (818) 883-4640 
FAX (818) 883-9721 Hamllton/Avnet Hamllton/Avnet 

3247 Tech Drive 485 Gradle Drive 
Wyle LaboratOries St' Petersburg 35805 Carmel 46032 2951 Sunrise Blvd, #175 Tel (813) 573-4346 Tel (317) 844-9533 
Rancho Cordova 95742 FAX (813) 572-0833 FAX' (317) 844-5921 
Tel (916) 638-5282 
FAX (916) 638-1491 Hamllton/Avnet Pioneer-Standard 

7079 University Boulevard 9350 Pnonty Way West Dr Wyle Laboratones Winter Park 32792 Indianapolis 46250 
9525 Chesapeake Drive Tel (407) 657-3300 Tel (317) 573-0880 San Diego 92123 FAX (407) 678-4414 FAX (317) 573-0979 
Tel (619) 565-9171 
FAX (619) 365-0512 Pioneer Technologies Group IOWA 
Wyle laboratOries 337 Northlake Blvd, #1000 

Alta Monte Spnngs 32701 Hamllton/Avnet 
3000 Bowers Avenue Tel (407) 834-9090 2335A Blalrsferry Rd , N E 
Santa Clara 95051 FAX (407) 834-0865 Cedar Raplds52402 
Tel (408) 727-2500 

Pioneer Technologies Group 
Tel (319) 362-4757 

FAX (408) 727-7359 
674 S MIlitary Trail FAX (319) 393-7050 

Wyle laboratOries Deerfield Beach 33442 KANSAS 17872 Cowan Avenue Tel (305) 428-8877 
Irvine 92714 FAX (305) 481-2950 Arrow/Schweber ElectroniCS 
Tel (714) 863-9953 9801 Legler Road 
FAX (714) 251-0365 GEORGIA Lenexa 66219 
Wyle laboratOries Arrow Commercial Systems Group Tel (913) 541-9542 
26010 Mureau Road, #150 3400 C Corporate Way 

FAX (913) 752-2612 
Calabasas 91302 Duluth 30136 Avnet Computer 
Tel (818) 880-9000 Tel (404) 623-8825 15313 W 95th Street 
FAX (818) 880-5510 FAX (404) 623-8802 Lenexa 61219 

COLORADO Arrow/Schweber Electronics 
Tel (913) 541-7989 

4250 E Rlvergreen Pkwy , #E 
FAX (913) 541-7904 

Arrow/Schweber ElectrOniCS Dulu1h 30136 Hamllton/Avnet 
61 Inverness Dr East, #105 Tel' (404) 497-1300 15313 W 95th Street 
Englewood 80112 FAX (404) 476-1493 Overland Park 66215 
Tel (303) 799-0258 

Avnet Computer 
Tel (913) 888-1055 

FAX (303) 799-4303 FAX (913) 541-7951 
Ham,ltop/Avnet 3425 Corporate Way, #G 

Duluth 30136 
9605 Maroon Circle, #200 Tel (404) 623-5400 Englewood 80112 FAX (404) 476-0125 
Tel (303) 799-7800 
FAX (303) 799-7801 
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KENTUCKY 

Hamllton/Avnet 
1847 Mercer Rd ,#G 
Lexmgton 40511 
Tel (606) 288-4911 
FAX (606) 288-4936 

MARYLAND 

Arrow/Schweber Electronics 
9800J Patuxent Woods Dr 
Columbia 21046 
Tel (301) 596-7800 
FAX (301) 596-7821 

Arrow Commercial Systems Group 
200 Perry Parkway 
Gaithersburg 20877 
Tel (301) 670-1600 
FAX (301) 670-0188 

Avnet Computer 
7172 Columbia Gateway Dr 
Columbia 21016 
Tel (301) 995-3571 
FAX (301) 995-3515 

Hamllton/Avnet 
7172 Columbia Gateway Dr, #F 
Columbia 21 046 
Tel (301) 995-3554 
FAX (301) 995-3553 

*North Atlanttc Industnes 
Systems DIvIsion 
7125 River Wood Dr 
Columbia 21046 
Tel (301) 312-5800 
FAX (301) 312-5850 

Pioneer Technologies Group 
9100 GaIther Road 
Gaithersburg 20877 
Tel (301) 921-0660 
FAX (301) 921-4255 

MASSACHUSETTS 

Arrow Commercial Systems Group 
250 Upton Drive 
Wilmington 01887 
Tel (508) 658-7100 
FAX (508) 658-0977 

Arrow/Schweber Electronics 
25 Upton Dr 
Wilmington 01887 
Tel (508) 658-0900 
FAX' (508) 694-1754 

Avnet Computer 
10 D Centennial Drive 
Peabody 01960 
Tel (508) 532-9822 
FAX (508) 532-9887 

Hamllton/Avnet 
10 0 Centennial Dnve 
Peabody 01960 
Tel (508) 531-7430 
FAX (508) 532-9802 

Pioneer-Standard 
44 Hartwell Avenue 
Lexington 02173 
Tel (617) 861-9200 
FAX (617) 863-1547 

Wyle Laboratones 
15 Third Avenue 
Burlington 01603 
Tel (617) 272-7300 
FAX (617) 272-6809 

MICHIGAN 

Arrow/Schweber ElectrOniCS 
19880 Haggerty Road 
Livonia 48152 
Tel (800) 231-7902 
FAX (313) 462-2686 

Avnet Computer 
41650 Garden Brook Rd #120 
Novl48375 
Tel (313) 347-4067 
FAX (313) 347-1820 

Hamllton/Avnet 
2876 28th Street, S W , #5 
Grandville 49418 
Tel (616) 531-0345 
FAX (616) 531-0059 

Hamllton/Avnet 
41650 Garden Brook Rd , #100 
Novl48375 
Tel (313) 347-4270 
FAX (313) 347-4021 

Pioneer-Standard 
13485 Stamford Ct 
Livonia 48150 
Tel (313) 525-1800 
FAX (313) 427-3720 

MINNESOTA 

Arrow/Schweber Electronics 
10100 Vlkmg Drive, #100 
Eden Prairie 55344 
Tel (612) 941-5280 
FAX (612) 829-8007 

Avnet Computer 
9800 Bren Road, East 
Minnetonka 55343 
Tel (612) 829-0025 
FAX (612) 944-0638 

Hamllton/Avnet 
9800 Bren Road, East, #410 
Minnetonka 55343 
Tel (612) 932-0600 
FAX (612) 932-0613 

Pioneer-Standard 
7625 Golden Tnange Dr , #G 
Eden Prame 55344 
Tel (612) 944-3355 
FAX (612) 944-3794 

MISSOURI 

Arrow/Schweber ElectroniCS 
2380 Schuett Road 
St LoUIs 63146 
Tel (314) 567-6888 
FAX (314) 567-1164 

Avnet Computer 
741 Goddard Avenue 
Chestertleld 63005 
Tel (314) 537-2725 
FAX (314) 537-4248 

Hamllton/Avnet 
741 Goddard 
Chesterfield 63005 
Tel (314) 537-4265 
FAX (314) 537-4248 

NEW HAMPSHIRE 

Avnet Computer 
2 Executive Park Drive 
Bedford 03102 
Tel (800) 442-8638 
FAX (603) 624-2402 

NEW JERSEY 

Arrow/Schweber ElectrOnics 
4 East Stow Rd , Unit 11 
Marlton 08053 
Tel (609) 596-8000 
FAX (609) 596-9632 

Arrow/Schweber Electronics 
43 Route 46 East 
Pine Brook 07058 
Tel (201) 227-7880 
FAX (201) 227-2064 

Avnet Computer 
1 B Keystone Ave, Bldg 36 
Cherry Hill 08003 
Tel (609) 424-8962 
FAX (609) 751-2502 

Hamllton/Avnet 
1 Keystone Ave, Bldg 36 
Cherry Hill 06003 
Tel (609) 424-0110 
FAX (609) 751-2611 

Hamllton/Avnet 
10 Lanldex Plaza West 
Parsippany 07054 
Tel (201) 515-5300 
FAX (201) 515-1600 

MTI Systems Sales 
43 US RI 46 
Pmebrook 07058 
Tel (201) 882-8780 
FAX' (201) 882-8901 

*Self Certified Small Busmess per Federal AcquIsition Regulations 

Pioneer-Standard 
14A Madison Rd 
Fairfield 07004 
Tel (201) 575-3510 
FAX (201) 575-3454 

NEW MEXICO 

Alliance Electronics, Inc 
10510 Research Ave, SE 
Albuquerque 87123 
Tel (505) 292-3360 
FAX (505) 275-6392 

Avnet Computer 
7801 Academy Rd , SE 
Bldg 1, SUite 204 
Albuquerque 87109 
Tel (505) 828-9722 
FAX (505) 828-0364 

Hamllton/Avnet 
7801 Academy Rd , NE 
Bldg 1, SUite 204 
Albuquerque 87108 
Tel (505) 828-1058 
FAX (505) 828-0360 

NEW YORK 

Arrow/Schweber Electronics 
3375 Bnghton Hennetta Townllne Rd 
Rochester 14623 
Tel (716) 427-0300 
FAX (716) 427-0735 

Arrow/Schweber Electronics 
20 Oser Avenue 
Hauppauge 11788 
Tel (516) 231-1000 
FAX (516) 231-1072 

Avnet Computer 
933 Motor Parkway 
Hauppauge 11788 
Tel (516) 434-7443 
FAX (516) 434-7459 

Avnet Computer 
2060 Townhne Rd 
Rochester 14623 
Tel (716) 272-9110 
FAX (716) 272-9685 

Hamllton/Avnet 
933 Motor Parkway 
Hauppauge 11788 
Tel (516) 231-9800 
FAX (516) 434-7426 

Arrow Commercial Systems Group 
120 Commerce 
Hauppauge 11788 
Tel (516) 231-1175 
FAX (516) 435-2389 

Hamllton/Avnet 
2060 T ownhne Rd 
Rochester 14623 
Tel (716) 475-9130 
FAX (716) 475-9119 

Hamllton/Avnet 
1 03 TWin Oaks Dnve 
Syracuse 13120 
Tel (315) 453-4000 
FAX (315) 453-4010 

MTI Systems 
1 Penn Plaza 
250 W 34th Street 
New York 10119 
Tel (212) 643-1280 
FAX (212) 643-1288 

Pioneer-Standard 
68 Corporate Drive 
Binghamton 13904 
Tel (607) 722-9300 
FAX (607) 722-9562 

Pioneer-Standard 
60 Crossway Park West 
Woodbury, Long Island 11797 
Tel (516) 921-8700 
FAX (516) 921-2143 

Pioneer-Standard 
840 Fairport Park 
Fairport 14450 
Tel (716) 381-7070 
FAX (716) 381-8774 

NORTH CAROLINA 

Arrow/Schweber Electronics 
5240 Greensdalry Road 
Raleigh 27604 
Tel (919) 876-3132 
FAX (919) 878-9517 

Avnet Computer 
2725 Millbrook Rd • #123 
Raleigh 27604 
Tel (919) 790-1735 
FAX (919) 872-4972 

Hamllton/Avnet 
5250-77 Center Dr #350 
Charlotte 28217 
Tel (704) 527-2485 
FAX (704) 527-8058 

Hamllton/Avnet 
3510 Spnng Forest Dnve 
Raleigh 27604 
Tel (919) 878-0819 
FAX (919) 954-0940 

Pioneer Technologies Group 
9401 L-Southern Pine Blvd 
Charlotte 28273 
Tel (704) 527-8188 
FAX (704) 522-8564 

Pioneer Technologies Group 
2810 Meridian Parkway, #148 
Durham 27713 
Tel (919) 544-5400 
FAX (919) 544-5885 

OHIO 

Arrow Commercial Systems Group 
284 Cramer Creek Court 
Dubhn 43017 
Tel (614) 889-9347 
FAX (614) 889-9680 

Arrow/Schweber Electronics 
6573 Cochran Road, #E 
Solon 44139 
Tel (216) 248-3990 
FAX (216) 248-1106 

Arrow/Schweber Electronics 
8200 Washington Village Dr 
Centerville 45458 
Tel (513) 435-5563 
FAX (513) 435-2049 

Avnet Computer 
7764 Washington Village Dr 
Dayton 45459 
Tel (513) 439-6756 
FAX (513) 439-6719 

Avnet Computer 
2 Summit Park Dr , #520 
Independence 44131 
Tel (216) 573-7400 
FAX (216) 573-7404 

Hamllton/Avnet 
7760 Washington Village Dr 
Dayton 45459 
Tel (513) 439-6633 
FAX (513)439-6711 

Hamllton/Avnet 
2 Summit Park Dr , #520 
Independence 44131 
Tel (216) 573-7400 
FAX (216) 573-7404 

MTI Systems Sales 
23404 Commerce Park Rd 
Beachwood 44122 
Tel (216) 464-6688 
FAX (216) 464-3564 

Pioneer-Standard 
4433 Interpolnt Boulevard 
Dayton 45424 
Tel (513) 236-9900 
FAX (513) 236-8133 

Pioneer-Standard 
4800 E 131st Street 
Cleveland 441 05 
Tel (216) 587-3600 
FAX (216) 663-3906 
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OKLAHOMA Avnet Computer Arrow Commercia) Systems Group ZentroniCS 

Arrow/Schweber ElectroniCS 1235 North Loop West, #525 14360 S E Eastgate Way 11400 Bridgeport Rd , #108 
Houston 77008 Bellevue 98007 Richmond V6X 1 T2 

12111 East 51st Street, #101 Tel (713) 86n580 Tel (206) 643-9992 Tel (604)273-5575 
Tulsa 74146 FAX (713)861-6851 FAX (206)643-9709 FAX (604)273-2413 Tel (918)252-7537 
FAX (918)254-0917 Hamllton/Avnet Hamllton/Avnet ONTARIO 

1826-F Kramer Lane 17761 N E 78th Place, #C 
Hamilton/Avnet Austin 78758 Redmond 98052 Arrow Commercial Systems Group 
12121 E 51stSt,#102A Tel (512)832-4306 Tel (206)241-8555 1093 Meyersrde Dr , Unit 2 
Tulsa 74146 FAX (512) 832-4315 FAX (206)241-5472 Mrssissauga, Ontano 
Tel (918) 252-7297 

Hamllton/Avnet Avnet Computer 
L5T 1M4 FAX (918)250-8763 Tel (416) 670-7764 

4004 Beltflne, SUite 200 17761 N E 78th Place FAX (416)670-7781 
OREGON Dallas 75244 Redmond 98052 

Tel (214)308-8105 Tel (206)867-0160 Arrow/Schweber Electronics 
AlmacJArrow Electromcs FAX (214)308-8141 FAX (206) 867-0161 36 Antares Dr , Umt1 00 
1885 N W 169th Place, #106 Nepean K2E 7W5 
Beaverton 97006 Hamllton/Avnet Wyle laboratories Tel (613) 226-6903 Tel (503)629-8090 1235 North Loop West, #521 15385 N E 90th Street FAX (613)723-2018 
FAX (503) 645-0611 Houston 77008 Redmond 98052 

Arrow CommerCial Systems Group 
Tel (713) 861-8517 Tel (206)881-1150 Arrow/Schweber Electronics 
FAX (713)861-6541 FAX (206) 881-1567 1093 Meyerslde, Unit 2 

1885 N W 169th Place Mlsslssauga L5T 1 M4 
Beaverton 97006-7312 Pioneer-Standard WISCONSIN Tel (416) 670-7769 
Tel (503) 629-8090 18260 Kramer Lane FAX (416)670-7781 
FAX (503) 645-0611 Austin 78758 Arrow/Schweber Electronics 

Avnet Computer 
Tel (512)835-4000 200 N Patrrck Blvd, #100 Avnet Computer 
FAX (512) 835-9829 Brookfield 53045 151 Superior Blvd 

9150 Southwest Nimbus Ave Tel (414)792-0150 Mlsslssuaga L5T 2L 1 
Beaverton 97005 Pioneer-Standard FAX (414)792-0156 Tel (416) 795-3895 Tel (503)627-0900 13765 Beta Road FAX (416)795-3855 
FAX (503) 526-6242 Dallas 75244 Avnet Computer 

Hamllton/Avnet 
Tel (214)263-3168 20875 Crossroads Circle, #400 Avnet Computer 
FAX (214)490-6419 Waukesha 53186 190 Colonnade Road 

9409 Southwest Nimbus Ave Tel (414)784-8205 Nepean K2E 7J5 
Beaverton 97005 Pioneer-Standard FAX (414) 784-6006 Tel (613) 727-2000 
Tel (503) 627-0201 10530 Rockley Road, #100 FAX (613) 727-2020 
FAX (503)641-4012 Houston 77099 Hamllton/Avnet 

Tel (713) 495-4700 28875 Crossroads Circle, #400 Hamllton/Avnet 
Wyle Laboratories FAX (713) 495-5642 Waukesha 53186 151 Superior Blvd 
9640 Sunshine Court Tel (414)784-4511 Mlsslssauga L5T 2L 1 
Bldg G, SUite 200 Wyle laboratories FAX (414)784-9509 Tel (416)795-3835 
Beaverton 97005 1810 Greenville Avenue FAX (416) 564-6036 
Tel (503)643-7900 Richardson 75081 Pioneer-Standard 
FAX (503)646-5466 Tel (214)235-9953 120 Bishop Way #163 Hamllton/Avnet 

FAX (214) 644-5064 Brookfield 53005 190 Colonnade Road 
PENNSYLVANIA 

Wyle Laboratories 
Tel (414) 784-3480 Nepean K2E 7 J5 
FAX (414)784-8207 Tel (613)226-1700 

Avnet Computer 4030 West Braker Lane, #420 FAX (613)226-1184 
213 Executive Drive, #320 Austin 78759 ALASKA 
Mars 16046 Tel (512)345-8853 Zentronlcs 
Tel (412) 772-1888 FAX (512)345-9330 Avnet Computer 1355 Meyerslde Dnve 
FAX (412)772-1890 

Wyle Laboratories 
1400 West Benson Blvd, #400 Mlsslssauga L5T 1 C9 
Anchorage 99503 Tel (416)564-9600 

Hamllton/Avnet 11001 South Wllcrest, #100 Tel (907) 274-9899 FAX (416) 564-8320 
213 Executive, #320 Houston 77099 FAX (907) 277-2639 
Mars 16046 Tel (713) 879-9953 Z-entronlcs 
Tel (412)772-1881 FAX (713) 879-4069 155 Colonnade Rd , South 
FAX (412) 772-1890 CANADA Unit 17/18 

UTAH Nepean K2E 7Kl 
Pioneer-Standard Tel (613) 226-8840 
259 Kappa Drive Arrow/Schweber Electronics ALBERTA FAX (613)226-6352 
Pittsburgh 15238 1946 W Parkway Blvd 

Avnet Computer Tel (412)782-2300 Salt Lake City 84119 
1081144 29th Ave, NE QUEBEC 

FAX (412)963-8255 Tel (801) 973-6913 
Calgary T2E 7P1 Arrow/Schweber Electronics 

Pioneer Technologies Group 
FAX (801) 972-0200 

Tel (403)291-3284 1100 St RegiS Blvd 
500 Enterprise Road Avnet Computer FAX (403) 250-1591 Dorval H9P 2T5 
Keith Valley BUSiness Center 1100 E 6600 South, #150 

ZentrOniCS Tel (514)421-7411 
Horsham 19044 Salt Lake City 84121 

6815 8th Street N E, #100 FAX (514)421-7430 
Tel (215) 674-4000 Tel (801) 266-1115 

Calgary T2E 7H7 Arrow Commercial Systems Group FAX (215) 674-3107 FAX (801) 266-0362 
Tel (403) 295-8838 500 Ave Street Jean Baptiste 

TEXAS Hamllton/Avnet FAX (403) 295-8714 Quebec City 2GE 5R9 
1100 East 6600 South, #120 Tel (418)871-7500 

Arrow/Schweber Electronics Salt Lake City 84121 BRITISH COLUMBIA FAX (418)871-6816 
3220 Commander Dnve Tel (801) 972-2800 

Almac-Arrow Electronics Avnet Computer Carrollton 75006 FAX (801)263-0104 
8544 Baxter Place Tel (214) 380-6464 

Wyle Laboratories Burnaby V5A 4T8 
2795 Rue Halpern 

FAX (214) 248-7208 St Laurent H4S 1 P8 
1325 West 2200 South, #E Tel (604) 421-2333 Tel (514)335-2483 

Arrow/Schweber Electronics West Valley 84119 FAX (604) 421-5030 FAX (514) 335-2490 
10899 Klnghurst Dr , #100 Tel (801)974-9953 

Hamilton/Avnet Hamllton/Avnet Houston 77099 FAX (801) 972·2524 
Tel (713)530-4700 8610 Commerce Court 2795 Rue Halpern 
FAX (713)568-8518 WASHINGTON Burnaby V5A 4N6 St Laurent H4S 1 P8 

Tel (604) 420-4101 Tel (514)335-1000 
Avnet Computer Almac/Arrow Electronics FAX (604) 420-5376 FAX (514) 335-2481 
4004 Belthne, SUite 200 14360 S E Eastgate Way 
Dallas 75244 Bellevue 98007 Zentromcs 
Tel (214)308-8168 Tel" (206) 643-9992 520 McCaffrey Street 
FAX (214)308-8129 FAX (206) 643-9709 St Laurent H4T lN1 

Tel (514)737-9700 
FAX (514)737-5212 



inteJ® 
EUROPEAN SALES OFFICES 

FINLAND GERMANY ITALY RUSSIA SWEDEN 

Intel Finland OV Intel GmbH Intel Corporation Italla SpA Intel Technologies, Inc Intel Sweden A B. 
RUQsllantie 2 Domacher Strasse 1 Mllanoflon Palazzo E Krementshugskaya 6/7 Oalvagen 24 
00390 Helsmkl 8016 Feldklrchen bel Muenchen 20094 Assago 121357 Moscow 171 36 Solna 
Tel (358) 0 544 644 Tel (49) 089/90992-0 Milano Tel 007-095-4439785 Tel (46) 8 705 5600 
FAX (358) 0 544 030 FAX (49) 089/9043948 Tel (39) (2) 575441 FAX 007-095-4459420 FAX (46) 8278085 

FAX (39) (2) 3498464 TLX 612092 small su 
FRANCE ISRAEL UNITED KINGDOM 

Intel Corporation S A R L Intel Semiconductor Ltd NETHERLANDS SPAIN 
Intel Corporation (U K ) ltd 

1, Rue Edlson·BP 303 Atldlm Industnal Park-Neve Sharet Intel Semiconductor B V Intellbena S A Pipers Way 
78054 St Quentm-en-Yvellnes POBox 43202 POStbU5 84130 Zubaran,28 SWlndon, Wiltshire SN3 1 RJ 
Cedex Tel-AvIv 61430 3009 CC Rotterdam 28010 Madrid Tel (44) (0793) 696000 
Tel (33)(1) 30 5770 00 Tel (972) 03 498080 Tel (31)104071111 Tel (34)(1) 308 2552 FAX (44) (0793) 641440 
FAX (33)(1) 30 64 60 32 FAX (972) 03\'491870 FAX (31) 104554688 FAX (34) (1) 410 7570 

EUROPEAN DISTRIBUTORS/REPRESENTATIVES 
AUSTRIA 

t*Bacher Electronics GmbH 
Rotenmuehlgasse 26 
A-1120 Wlen 
Tel (43) 222 81356460 
FAX (43) 222 834276 

BELGIUM 

"j"*lnelco Dlstnbutlon 
Avenue des CrOIx de Guerre 94 
1120 Bruxelles 
Tel (32) 2 244 2811 
FAX ,(32) 2 216 3304 

*Dlode Belgium 
Kelberg II, Mlnervastraat, 14/B2 
1930 Zaventem 
Tel (32) 2 725 46 60 
FAX (32) 2 725 4511 

DENMARK 

*Nortec ElectrOniCS AS 
TransformerveJ 17 
DK-2730 Herlev 
Tel (45) 4284 2000 
FAX (45) 4492 1552 

t*ITT Multlkomponent AS 
Naverland 29 
DK-2600 Glostrup 
Tel (45) 4245 6645 
FAX (45) 4245 7624 

t*OY Flntronlc AB 
Helkkllantle 2a 
SF-00210 Helsinki 
Tel (358) 0 692 6022 
FAX (358) 0 682 1251 

FRANCE 

*Almex 
48, Rue de l'Aubeplne 
B P 102 
92164 Antony Cedex 
Tel (33) (1) 4096 5400 
FAX (33) (1) 4666 6028 

* Arrow Electronlque 
73-79 Rue des 80lets 
Slllc 585 
94663 Rungls Cedex 
Tel (33)(1) 4978 4978 
FAX (33) (1) 4978 0596 

tMetrologle 
Tour d'Asnleres 
4, Avenue Laurent Cely 
92606 Asnleres Cedex 
Tel (33)(1) 40 80 90 00 
FAX (33) (1) 47 91 0561 

*Tekelec 
Cite des Bruyeres 
5, Rue Carle Vernet-BP 2 
92310 Sevres 
Tel (33)(1)46232425 
FAX (33) (1) 4507 2191 

*Technlcal Distributor 
tVAD 

GERMANY 

*Electronlc 2000 
Bauelemente GmbH 
Stahlgrubernng 12 
8000 Muenchen 82 
Tel (49) 89 42110-01 
FAX (49) 89 42110209 

* Jermyn GmbH 
1m Dachsstueck 9 
6250 Limburg 
Tel (49) 6431 5080 
FAX (49) 6431 508289 

tMetrologle GmbH 
Stelnerstrasse 15 
8000 Muenchen 70 
Tel (49) 89 724470 
FAX (49) 89 72447111 

*Proelectron Vertnebs GmbH 
Max-Planck-Strasse 1-3 
6072 Drelelch 
Tel (49) 6103 304343 
FAX (49) 6103 304425 

tReln Elektromk GmbH 
Loetscher Weg 66 
4054 Nettetal 1 
Tel (49) 2153 7330 
FAX (49) 2153 733513 

GREECE 

"rErgodata 
Alglroupoleos 2A 
176 76 Kalithea 
Tel (30) 1 9510922 
FAX (30) 19593160 

*Poulladls ASSOCiates Corp 
Koumban Street 5 
Kolonakl Square 
106 74 Athens 
Tel (30) 1 3603741 
FAX (30) 1 3607501 

IRELAND 

t"M1Cro Marketing 
Taney Hall 
EgllOton Terrace 
Dundrum 
Dublin 14 
Tel (353) (1) 298 9400 
FAX (353) (1) 298 9828 

ISRAEL 

t*Eastronlcs limited 
Rozams 11 
PO B 39300 
Tel Baruch 
Tel-AVIV 61392 
Tel (972) 3 6458 777 
FAX (972) 3 6458 666 

ITALY 

*lnte51 Dlv Della Deutsche 
DlvlSlone ITT Industries GmbH 
P I 06550110156 
Mllanofion Palazzo e5 
20094 Assago (Milano) 
Tel (39) 2 824701 
FAX (39) 28242631 

*Lasl Elettronlca 
P I 00839000155 
Vlale Fulvlo Testl, N 280 
20126 Milano 
Tel (39) 2 661431 
FAX (39) 2 66101385 

iTelcom 
Via Trombetta 
20090 Segrate-Mllano 
Tel (39) 2 216 061 
FAX (39) 2 213 8010 

NETHERLANDS 

tDatelcom 
Cnmputerweg 10-16 
3600 BD Maarsen 
Tel (31) 3465 95222 
FAX (39) 3465 71245 

*Dlode Components 
Coltbaan 17 
3439 NG Nleuwegem 
Tel (31) 3402 91234 
FAX (31) 3402 3 59 24 

t*Konmg en Hartman 
Energleweg 1 
2627 AP Delft 
Tel (31) 15609906 
FAX (31) 15619194 

NORWAY 

tComputer System IntegratIOn NS 
Postbox 198 
N-2013 SkJetten 
Tel (47)6845411 
FAX (47) 6 84 5310 

*Nortec Electronics AlS 
Postboks 123 
Smedsvlngen 4 
N-1364 Hvalstad 
Tel (47) 284 621 0 
FAX (47) 284 6545 

PORTUGAL 

* ATD Electromca LOA 
Rua dr Fana de Vasconcelos, 3a 
1900 Llsboa 
Tel (351) (1) 847 2200 
FAX (351) (1) 847 2197 

tMetrologla Iberica Portugal 
Rua Dr Faria de Vasconcelos 3A 
1900 Llsboa 
Tel (351)(1) 847 2202 
FAX (351)(1) 8472197 

SOUTH AFRICA UNITED KINGDOM 

t"EBE * Arrow Electromcs 
PO Box 912-1222 St Martins Busmess Centre 
Silverton 0127 Cambridge Road 
178 Erasmus Street Bedford - MK42 QlF 
Meyerspark Tel (44) 234 270272 
Pretoria 0184 FAX (44) 234 211434 
Tel (27) 12 803 7680-93 

* Avnet EMG Ltd FAX (27) 128038294 
Jubilee House 

SPAIN Jubilee Road 
Letchworth 

* ATD Electronlca Hertsfordshlre - SG6 lQH 
Avenue de la Industria, 32, 28 Tel (44) 462 488 500 
28100 Alcobendas FAX (44) 462 488 567 
Madnd 
Tel' (34) (1) 661 6551 *Bytech Components 
FAX (34) (1) 661 6300 12a Cedarwood 

Chlneham Business Park 
tMetrologla Iberica Crockford Lane 
Avda Industna, 32-2 Baslngstoke 
28100 Alcobendas Hants RG12 1 RW 
Madrid Tel (44) 256 707 107 
Tel (34) (1) 661 1142 FAX (44) 256 707 162 
FAX (34) (1) 661 5755 tBytech Systems 
SWEDEN 5 The Sterling Centre 

Eastern Road 
*ITT Multlkomponent AB Bracknell 
Ankdammsgatan 32 Berks - RG12 2PW 
Box 1330 Tel (44) 344 55 333 
S-171 26 Solna FAX (44) 344 867 270 
Tel (46) 8 830020 
FAX (46) 8 2713 03 * Jermyn ElectrOnics 

Vestry Estate 
*Nortec Elektronlcs AB Otford Road 
Box 1830 Sevenoaks 
8-171 27 Solna Kent TN14 5EU 
Tel (46) 8705 1800 Tel (44) 732 743 743 
FAX (46) 883 6918 FAX (44) 732 451 251 

tNortelco AB tMetrologle VA 
Box 184 Rapid House 
S-12323 Farsta Oxford Road 
Tel (46) 8 705 18 00 High Wycombe 
FAX (46) 8 735 2373 Bucks - HP11 2E 

Tel (44) 494 526 271 
SWITZERLAND FAX (44) 494 452 144 

tlMIC Microcomputer *MMD/Rapld Ltd 
Zunchstrasse RapId Silicon 
CH-8185 Wlnkel-Rutl 3 Bennet Court 
Tel (41) (1) 8620055 Bennet Road 
FAX (41) (1) 8620266 Reading 

Berks - RG2 OQX 
t*lndustrade A G Tel (44) 734 750 697 
Hertlstrasse 31 FAX (44) 734 313 255 
CH-8304 Walhsellen 
Tel (41)(1)8328111 
FAX (41) (1) 8307550 

TURKEY 

*Empa Electromc 
34630 Besyol Londra Asfa!tl 
Florya Is Merkezi Sefakoy 
Istanbul 
Tel (90)(1) 599 3050 
FAX (90) (1) 598 5353 




